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МОДЕЛИРОВАНИЕ НЕЙРОНОВ  
И ИХ ВЗАИМОДЕЙСТВИЙ.  

ОБЗОР ПОДХОДОВ И МЕТОДОВ 

Жилякова Л. Ю.1, Кузнецов О. П.2 

(ФГБУН Институт проблем управления  

им. В.А. Трапезникова РАН, Москва) 

Статья содержит подробный обзор математических моделей нейронов 

и нейронных взаимодействий. Модели разделены на два больших, но неравных 

класса: «электрические», которые уделяют внимание только электрическим 

процессам, и «гетерохимические», в которых основной упор делается на хи-

мизм нейрона, на его химические входы и выходы. Первый класс моделей гораздо 

шире, поскольку имеет более долгую историю. Модели второго класса принад-

лежат к новому развивающемуся направлению в нейробиологии. В конце ста-

тьи кратко описана асинхронная гетерохимическая модель, предложенная ав-

торами совместно с коллегами из ИПУ РАН и ИБР РАН.  

Ключевые слова: модели нейронов, нейронные сети, биологически 

правдоподобное моделирование, гетерохимические взаимодействия 

нейронов. 

1. Введение 

В течение последних восьми лет авторы занимались модели-

рованием гетерохимических взаимодействий нейронов в малых 

нейронных ансамблях. За время этой работы был прочитан и про-

анализирован большой объем литературы, часть из которой си-

стематизирована в представленном обзоре.  

Проблема математического моделирования биологических 

нейронов и сетей из них имеет давнюю историю: первые работы 

в этой области появились более ста лет назад, причем некоторые 

из ранних работ не потеряли актуальности до настоящего вре-

мени. Достаточно напомнить классические работы: статью Ход-

жкина – Хаксли [70], написанную в 1952 г., и статью Маккал-

лока – Питтса [92], написанную в 1943 г., которые активно цити-

руются до сих пор. Поэтому в настоящем обзоре мы стремились 

                                           
1 Людмила Юрьевна Жилякова, д.ф.-м.н. (zhilyakova@ipu.ru). 
2 Олег Петрович Кузнецов, д.т.н., профессор (olpkuz@yandex.ru). 
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не только отразить новейшие исследования, но также проследить 

эволюцию и преемственность методов и подходов.   

Для ориентации в огромном массиве литературы по нейро-

биологическому моделированию необходима его структуриза-

ция, основания которой могут быть различными. Модели нейро-

нов и сетей из них отличаются как степенью подробности описа-

ния и биологической адекватности, так и целью моделирования. 

Кроме того, при классификации моделей важно иметь в виду сле-

дующее.  

Современное состояние нейробиологии характеризуется со-

существованием двух конкурирующих парадигм: электрической 

парадигмы, господствовавшей на протяжении всего ХХ-го века, 

и гетерохимической парадигмы, постепенно пробивающей себе 

дорогу в последние десятилетия.   

Электрическая парадигма рассматривает нервную систему 

как жесткую «проволочную» электрическую сеть, в которой си-

напс является главным и единственным местом, где происходит 

обмен информацией между нейронами. При этом признается 

наличие химических посредников – нейротрансмиттеров, кото-

рые под действием электрического сигнала, пришедшего по ак-

сону нейрона-передатчика, выделяются (секретируются) преси-

наптическим окончанием аксона в синаптическую щель и вос-

принимаются рецепторами нейрона-приемника, расположен-

ными по другую сторону синаптической щели. Однако с «элек-

трической» точки зрения нервной системе для этого посредниче-

ства достаточно одного трансмиттера. Существующее в реально-

сти разнообразие трансмиттеров (в настоящее время их известно 

около сотни) с этой точки зрения не является значимым. Экспе-

риментально установленные факты переключения поведения ор-

ганизмов без изменения анатомической структуры [27] в этой па-

радигме не находят объяснения.  

Гетерохимическая парадигма, напротив, считает, что комму-

никация между нейронами основана на химических взаимодей-

ствиях и происходит в результате выделения трансмиттеров не 

только (а часто и не столько) в синаптическую щель, но и во вне-

клеточное пространство, где они воспринимаются рецепторами, 

расположенными по всей мембране нейронов-приемников. Такая 

передача сигналов называется объемной (volume transmission). 
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Нейроны трансмиттер-специфичны: разные нейроны выделяют 

разные трансмиттеры; разные рецепторы чувствительны к раз-

ным трансмиттерам. Поэтому разнообразие трансмиттеров суще-

ственно, что отражено в добавке «гетеро» к названию парадигмы. 

Передача сигналов является широковещательной: трансмиттер-

ный сигнал воспринимается не одним нейроном (как это проис-

ходит при синаптической передаче), а всеми нейронами, которые 

находятся в окрестности нейрона-передатчика и имеют рецеп-

торы, чувствительные к данному трансмиттеру.  

При этом все сведения о характере электродинамических 

процессов в нервных системах остаются в силе. В частности, 

остается справедливым тот центральный для межнейронной ком-

муникации факт, что генерация нейроном трансмиттерного сиг-

нала происходит тогда, когда мембранный потенциал превосхо-

дит некоторый порог и нейрон переходит в активное состояние, 

порождая потенциал действия. Таким образом, гетерохимическая 

парадигма не отменяет электрическую парадигму – она включает 

ее в себя, концентрируясь на тех аспектах нейронных взаимодей-

ствий, которые игнорируются в «электрических моделях». 

В итоге весь массив литературы по моделям нейронов 

и нейронных сетей следует разделить на две части: электриче-

ские и гетерохимические модели, соответствующие парадигмам, 

на которые они опираются. Эти части не равны по объему, по-

скольку электрические модели, как уже было сказано, имеют бо-

лее чем столетнюю историю, тогда как первые гетерохимические 

модели появились только в конце XX века.   

Статья имеет следующую структуру. Второй раздел содер-

жит обзор моделей, соответствующих основным принципам 

электрической парадигмы, т.е. электрических (синаптических, 

«проволочных») моделей, в третьем разделе проведен сравни-

тельный анализ рассмотренных моделей и высказаны некоторые 

методологические соображения, в четвертом разделе описыва-

ются модели гетерохимического взаимодействия нейронов 

и, наконец, в пятом разделе излагается наш подход к моделиро-

ванию мультитрансмиттерной системы нейронов и их взаимо-

действий в малых ансамблях, а также нейромодуляции. Заключе-

ние подводит итог, в нем формулируются основные выводы 

и перспективы исследований. 
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2. «Электрические» модели нейронов 
и их взаимодействий1 

Электрические модели нейронов и нейронных сетей можно 

разделить на два больших класса, использующих диаметрально 

противоположные подходы и преследующие различные цели.  

Первый из этих классов описывает биологические нейроны 

и происходящие в них процессы с большой степенью точности; 

как правило, здесь строятся модели одиночных нейронов или их 

взаимодействия в малых сетях. Такие модели можно назвать «не-

прерывными»: процессы на мембране нейрона используют не-

прерывную математику, т.е. методы математического анализа и 

дифференциальных уравнений. Эти модели, как правило, имеют 

большую вычислительную сложность; в некоторых из них при-

сутствует множество параметров, которые чаще всего подбира-

ются эмпирически. 

Второй класс, напротив, игнорирует биологическое правдо-

подобие внутринейронных процессов, уделяя основное внимание 

межнейронным взаимодействиям. Сложность поведения в таких 

сетях достигается за счет связывания большого количества про-

стых элементов и изменения структуры и силы их взаимодей-

ствий. Эти модели будем называть «дискретными» – они исполь-

зуют дискретную математику: теорию графов, теорию автоматов 

и булеву алгебру. В них нейроны представляют собой простые 

пороговые элементы и чаще всего работают как сумматоры с по-

роговой функцией активации. 

 

2.1. НЕПРЕРЫВНЫЕ МОДЕЛИ 

Самая простая из непрерывных моделей нейрона, Integrate-

and-fire, была предложена Луи Лапиком в 1907 году [20]. Изме-

нение мембранного потенциала в ней описано одним дифферен-

циальным уравнением, которое задает следующую динамику. 

Потенциал возрастает до порогового значения, при котором про-

исходит спайк (мгновенный скачок); после чего он опускается 

до некоторого базового подпорогового значения. Несмотря 

                                           
1 Обзор электрических моделей до 2016 г. частично пересекается с обзором 

в статье [2]. 
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на свой солидный возраст, модель широко используется 

и в настоящее время [43, 77]. Модель Perfect Integrate-and-Fire 

описывает изменение мембранного потенциала без утечек; ее мо-

дификация Leaky Integrate-and-Fire учитывает диффузию заря-

женных ионов через мембрану, в уравнении появляется еще одно 

слагаемое, отвечающее за утечку. Это один из наиболее распро-

страненных видов модели спайкующего нейрона; как правило, 

из таких нейронов стоят модели спайковых нейронных сетей 

[136, 138], которые более подробно будут описаны в разделе 2.2. 

В настоящее время существует еще несколько усложнений мо-

дели: адаптивная модель Integrate-and-Fire [84], модель с утечкой 

дробного порядка [117], экспоненциальная модель Integrate-and-

Fire [61]. 

При всем разнообразии новых исследований, появившихся 

в последнее время, до сих пор, пожалуй, наиболее знаковой явля-

ется модель Ходжкина – Хаксли [70], описывающая возникнове-

ние потенциала действия и его распространение вдоль аксона. 

Она находится на противоположном от Integrate-and-Fire конце 

диапазона сложности и является одной из самых подробных и 

биологически правдоподобных моделей. А. Ходжкин и Э. Ха-

ксли были награждены за нее Нобелевской премией по физиоло-

гии и медицине в 1963 году. Модель представляет собой систему 

четырех дифференциальных уравнений, содержащих большое 

количество переменных параметров. При всех своих достоин-

ствах она имеет высокую вычислительную сложность, а биологи-

ческая адекватность завязана на подборе начальных значений 

и значений параметров.  

Для редуцирования сложности модели Ходжкина – Хаксли 

был предложен ряд ее упрощений. Так, модель ФицХью – 

Нагумо (1961–1962 гг.) содержит систему из двух дифференци-

альных уравнений первого порядка [52, 99]. Нейрон в ней пред-

ставлен как релаксирующий осциллятор, возбуждающий себя 

за счет положительной обратной связи мембранного потенциала 

и восстанавливающийся с помощью отрицательной обратной 

связи медленного тока восстановления. Однако следует отме-

тить, что модель ФицХью – Нагумо имеет более широкий спектр 

применения и может рассматриваться как модель автоволновых 
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процессов разной природы. В нейрофизиологии эта модель не по-

теряла актуальности и сейчас. В [139] рассматривается численное 

решение уравнений ФицХью – Нагумо со стохастической функ-

цией. В [135] представлена модель ФицХью – Нагумо, учитыва-

ющая влияние электрического поля. Исследуются динамические 

свойства этой модели. 

Модель Моррис – Лекара [94], предложенная в 1981 г., опи-

сывает динамику кальциевых и калиевых каналов и в некоторой 

степени представляет собой комбинацию моделей Ходж-

кина – Хаксли и ФитцХью – Нагумо. С различными модифика-

циями модель применяется и исследуется и в настоящее время. 

Так, в [109] исследуется модифицированный нейрон Мор-

риса – Лекара под воздействием электрического и магнитного 

поля; в [122] исследуется переход паттернов возбуждения одного 

модифицированного нейрона Моррис – Лекара: он способен де-

монстрировать три разных паттерна возбуждения при изменении 

единственного параметра. 

Модель активности нейронов Хиндмарша – Роуза [68] пред-

назначена для изучения поведения спайков как скачков-разрывов 

мембранного потенциала. В модели три функции: мембранный 

потенциал x(t), который выражается в безразмерных единицах; 

функции y(t) и z(t), которые учитывают транспорт ионов через 

мембрану по ионным каналам. Модель Хиндмарша – Роуза пред-

ставляет собой систему трех нелинейных обыкновенных диффе-

ренциальных уравнений относительно безразмерных динамиче-

ских переменных x(t), y(t) и z(t). Модель Хиндмарша – Роуза, как 

и многие из вышеперечисленных моделей, используется в мемри-

сторных сетях [130]. О самих мемристорных сетях будет сказано 

в разделе 2.2. 

Для применения модели Ходжкина – Хаксли ее упрощают 

различными способами. Кроме редуцирования параметров, 

можно разделить моделируемые участки мембраны. В работе 

[127] на основе модели Ходжкина – Хаксли предложена модель 

нейрона, в которой динамика мембранного потенциала для тела 

клетки и для аксона моделируются и вычисляются отдельно.  

Сама же модель Ходжкина – Хаксли тоже не является исто-

рическим артефактом. Различные ее модификации исследуются 

во многих современных работах. К примеру, в [73] описывается 
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упрощенная мемристорная модель нейронов Ходжкина – Хаксли 

и исследуется пороговая динамика мембранных потенциалов; 

в [88] исследуется реализация классической модели Ходжкина – 

Хаксли в эмуляторе на осциллирующем мемристоре. Количество 

таких работ достаточно велико. 

Обзор непрерывных вычислительных моделей нейронов 

и нейронных сетей представлен в книге [124]. Более свежий крат-

кий обзор моделей спайкующих нейронов можно найти в [53]. 

Важным достоинством основных электрических моделей яв-

ляется их высокая биологическая правдоподобность: они описы-

вают процессы, происходящие на клеточной мембране, с высокой 

степенью точности. С другой стороны, они имеют много пара-

метров, зависящих от результатов измерений, которые не всегда 

могут быть проведены с достаточной точностью. Кроме того, эти 

модели обладают большой вычислительной сложностью, расту-

щей с увеличением числа взаимодействующих нейронов. Эти 

ограничения приводят к тому, что такие модели используются 

только для единичных нейронов или для малых сетей. Так, в ра-

боте [127] с помощью двухчастной модели нейрона (сома + ак-

сон) строится вычислительная модель генератора центрального 

паттерна пищевой сети улитки; модель пачечного нейрона, пред-

ложенная в [58], применена в [59] для описания взаимодействия 

интернейронов (внутренних нейронов) в центральном генераторе 

паттерна и мотонейронов в локомоторной системе насекомых; 

в [112] представлена модель нейронов головастика шпорцевой 

лягушки, которые проращивают аксоны и формируют с их помо-

щью новые синаптические связи. 

Механизмы бифуркации, происходящей при генерации по-

тенциала действия нейрона, исследовал в своих работах Е. Ижи-

кевич. В модели, описанной в [74], тип бифуркации нейрона 

определяется состоянием покоя клетки. Такие нейроны могут 

действовать не только как интеграторы, но и как резонаторы, ре-

агируя лишь на определенную частоту входа и игнорируя все 

другие частоты. В [75] производится сравнительный анализ 

наиболее успешных и используемых моделей. Модели сравнива-

ются по двум параметрам: биологическая адекватность и вычис-

лительная эффективность. Кроме того, в этой работе автор пред-

лагает свою модель, которая по обоим параметрам превосходит 
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существующие модели применительно к большим сложным се-

тям, моделирующим работу кортекса. Модель нейрона Е. Ижике-

вича получила большую популярность и стала объектом исследо-

вания многих авторов: см., например, [97, 101, 118, 128] и многие 

другие работы.  

В статье [13] содержится обзор моделей, использующих ме-

тоды нелинейной динамики для описания нервных систем в це-

лом. 

Другому подклассу принадлежат стохастические модели 

спайкующих нейронов. К ним, как правило, относят модель от-

ветного спайка (Spike response model, SRM) [56, 57]. Такое назва-

ние модель получила потому, что в сети входной ток данного 

нейрона генерируется спайками всех связанных с ним нейро-

нов. Существуют модели, функционирующие как в дискретном, 

так и в непрерывном времени. Спайк в нейроне возникает с неко-

торой вероятностью (в непрерывном случае – плотностью рас-

пределения), заданной функцией от величины мембранного по-

тенциала и порога активации. Важной модификацией, по сути, 

упрощением модели SRM является модель SRM0. Она отлича-

ется тем, что фильтр, которым задается рефрактерный период, за-

висит только от самого последнего спайка, а не от суммы преды-

дущих спайков, как это было в базовой модели. 

Еще одна стохастическая модель – модель Гальвеса – Лёчер-

бах [55] – скорее, находится на границе двух классов. Модель 

представляет собой сеть, состоящую из счетного числа идеализи-

рованных нейронов, взаимодействующих посредством случай-

ных спайков, которые происходят почти мгновенно (т.е. их 

можно считать дискретными событиями, не имеющими протя-

женности во времени). Каждый нейрон в каждый момент вре-

мени активируется с некоторой вероятностью, зависящей от его 

предыдущей активности и от истории активности его окружения 

с момента последнего спайка данного нейрона. Спайк обнуляет 

его память. Модель примечательна тем, что такие нейроны 

имеют память переменной длины. 
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2.2. ДИСКРЕТНЫЕ МОДЕЛИ 

В противоположность непрерывным моделям дискретные 

модели максимально упрощают описание процессов, происходя-

щих в нейронах, за счет уменьшения количества параметров 

и дискретизации их значений, укрупнения масштаба событий и 

игнорирования многих деталей, не значимых с точки зрения пе-

редачи сигнала и, в конечном счете, обработки и передачи инфор-

мации. Наиболее распространенным типом дискретных моделей 

являются искусственные (формальные) нейроны и нейронные 

сети.  

Формальный нейрон и искусственная нейронная сеть (ИНС) 

из формальных нейронов были впервые предложены Маккалло-

ком и Питтсом в 1943 г. [92]. В этой статье нейрон представлен 

как пороговый логический элемент с двоичными входами 

x1, …, xk, имеющими различные действительные веса w1, …, wk, 

и двоичным выходом y, который возбуждается, когда линейная 

комбинация входных сигналов достигает порога P:  

(1) 𝑦𝑖(𝑡 + 1) = {
1, если ∑ 𝑤𝑖

𝑘
𝑖=1 𝑥𝑖(𝑡) ≥ 𝑃;

0, если ∑ 𝑤𝑖
𝑘
𝑖=1 𝑥𝑖(𝑡) < 𝑃.

 

Там же было показано, что сеть из таких элементов способна 

моделировать любое утверждение логики высказываний.  

Модель Маккаллока – Питтса не получила быстрого призна-

ния: она опередила свое время и к тому же была написана в арха-

ической системе логических обозначений. Широкую известность 

она приобрела лишь в 1956 г. благодаря более ясному ее изложе-

нию в статье Клини [81]. Клини показал, что сети из элементов 

Маккаллока – Питтса эквивалентны конечным автоматам. Эта 

статья положила начало активным исследованиям ИНС, которые 

развивались в двух независимых направлениях: как частный вид 

комбинационных логических схем, важный для приложений 

в вычислительной технике и дискретной автоматике, и как ин-

струмент для моделирования отдельных информационных про-

цессов в нервных системах. Работы в третьем возможном направ-

лении развития ИНС, использующем отмеченные в [81] их ко-

нечно-автоматные свойства, появлялись лишь эпизодически. 

О некоторых работах этого направления будет сказано ниже.   
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Первым применением нейронных сетей для моделирования 

интеллектуальных процессов стал перцептрон, предложенный 

Ф. Розенблаттом в 1957 г. и описанный в книге [14]. Перцептрон 

представляет собой трехслойную нейронную сеть без обратных 

связей, способную решать задачи распознавания и классифика-

ции. Первый слой нейронов является сенсорным, второй – ассо-

циативным, третий – реагирующим. Распределение активности 

нейронов на сенсорах представляет собой входной образ. Обра-

ботка образа происходит в одном слое – ассоциативном, поэтому 

такой перцептрон называется однослойным. Переменная мат-

рица весов W задает взаимодействия между ассоциативным и ре-

агирующим слоем. Процесс обучения заключается в изменении 

элементов матрицы W. 

Совершенно другую архитектуру имеет сеть Хопфилда [71], 

которая представляет собой связный неориентированный граф 

без петель. Вершины сети – это нейроны, которые в стандартной 

модели представляют собой пороговые элементы. В некоторых 

версиях сети Хопфилда нейрон имеет непрерывную функцию ак-

тивации, которая стремится к обычной пороговой функции, когда 

некоторый параметр стремится к нулю. Главным отличием от 

перцептронов стало появление обратных связей. Граф задается 

симметричной матрицей весов W, которая определяет уже обу-

ченную сеть. То есть, в отличие от перцептрона и порожденных 

им моделей ИНС, матрица весов остается неизменной. Она вы-

числяется по эталонным векторам – образам, которые сеть в даль-

нейшем будет распознавать. Если сеть должна отнести изображе-

ние к одному из n классов, итоговая матрица будет представлять 

собой сумму n матриц, каждая из которых построена по одному 

из эталонных образов. Состоянием сети в момент t является век-

тор активности нейронов в этот момент. Вводится понятие энер-

гии сети. Из любого начального состояния, заданного произволь-

ным вектором, сеть переходит в одно из устойчивых состояний, 

которому соответствует локальный минимум энергии. Количество 

локальных минимумов совпадает с количеством классов n, и каж-

дый минимум соответствует своему классу. Это позволяет исполь-

зовать сеть Хопфилда как распознаватель-классификатор. Разли-

чают синхронные и асинхронные сети Хопфилда. В синхронных 
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сетях возможно появление так называемых «динамических ат-

тракторов», когда сеть не сходится к одному устойчивому состо-

янию, а колеблется между двумя локальными минимумами, осо-

бенно при распознавании так называемых «химерных образов», 

части которых принадлежат разным эталонным образам. Асин-

хронные сети сходятся дольше, но лишены такого недостатка.  

Направление, связанное с сетями Хопфилда, не получило се-

рьезного развития, тогда как идеи, заложенные в перцептроне Ро-

зенблатта, оказались весьма перспективными. После примерно 

десятилетнего периода резкого падения интереса к перцептро-

нам, вызванного книгой М. Минского и С. Пейперта [12], в кото-

рой были показаны принципиальные ограничения перцептронов, 

с конца 70-х годов стали появляться различные их модификации, 

направленные на преодоление этих ограничений: увеличивалось 

число слоев, вводились обратные связи (обратное распростране-

ние ошибки), пороговый сумматор (1) стал всего лишь одним из 

вариантов выходной функции активации и т.д. Обзор ранних мо-

делей искусственных нейронных сетей содержится в книге [65]. 

А на рубеже XX–XXI-го веков возникли методы глубокого обу-

чения [41, 60, 83], которые привели к современному буму ИНС 

и основанных на них нейротехнологий. Этот бум резко изменил 

как тренды науки об искусственном интеллекте, так и прежнее 

скептическое отношение общества к ИИ, которому впервые были 

предъявлены впечатляющие приложения в различных областях. 

Подробный анализ современного состояния ИНС не входит 

в тематику нашего обзора. Мы лишь перечислим некоторые ос-

новные классы ИНС: свёрточные нейронные сети [125], рекур-

сивные сети [42, 93], рекуррентные сети, среди которых выделя-

ются LSTM-сети (Long short-term memory – долгая краткосрочная 

память) [23, 120], глубокие сети доверия [69, 140] и др. Отдель-

ный большой класс – сети, построенные на мемристорах. Аппа-

ратная сверточная сеть на мемристорах описана в [137]. В [86] 

представлен новый тип локально активного и энергонезависи-

мого мемристорного нейрона, способного генерировать различ-

ные паттерны активности (регулярные и нерегулярные спайки, 

пачки спайков и др.). В [44] мемристоры позиционируются 

как наилучшие кандидаты для выполнений нейроморфных вы-

числений. В [50] на мемристорах реализована модель Моррис –
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Лекара; в [126] – модель Хиндмарша – Роуза. В [131] описана по-

строенная на мемристорах модель Вильсона, описывающая про-

стейшие взаимодействия однородной популяции двух типов 

нейронов: возбуждающих и тормозных.   

К настоящему времени исследования вышли в практическую 

плоскость: существует большое количество нейросетевых прило-

жений в различных областях. Диапазон задач, решаемых нейрон-

ными сетями, чрезвычайно широк. Он обусловлен их высокой 

способностью к решению многих видов слабоструктурирован-

ных и плохо алгоритмизуемых задач: распознаванию изображе-

ний, речи и рукописных текстов, классификации различных объ-

ектов, задач диагностики, компьютерного зрения, обработки 

естественного языка и даже творческих задач. Стоит отметить 

высокую эффективность таких моделей в медицине: от медицин-

ского компьютерного зрения [49] до борьбы с COVID-19 – обзор 

работ, посвященных этой теме, можно найти в [121].  

Наиболее известная в настоящее время языковая модель 

GPT-4 (Generative Pretrained Transformer 4), мультимодальная 

большая языковая модель, созданная OpenAI 

(https://chat.openai.com), делает грандиозные успехи в генерации 

текстов на заданные темы. В [32] описывается роль ChatGPT 

в здравоохранении; в другой своей публикации [33] этот же автор 

предлагает использовать ChatGPT для решения проблемы гло-

бального потепления. В [67] описывается предполагаемая роль 

ChatGPT в написании будущих научных публикаций. Авторы 

ссылаются, в числе других, на работу [90], выполненную ча-

стично с помощью ChatGPT. Однако, по мнению авторов, на со-

временном этапе такие системы могут играть роль скорее интел-

лектуальных помощников, немногим более продвинутых, чем по-

исковые системы, которыми мы уже давно привыкли пользо-

ваться. Напротив, авторы препринта [36] видят в GPT-4 искры 

сильного искусственного интеллекта. Верны ли такие оценки, по-

кажет время.   

Читателям, интересующимся проблемой машинного интел-

лекта, можно порекомендовать книги Сергея Шумского [18, 19].  

Отдельно отметим спайковые нейронные сети (СНС), кото-

рые часто называют третьим поколением искусственных нейрон-

ных сетей. Главное различие между традиционной ИНС и СНС 
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заключается в принципе распространения информации. Класси-

ческая ИНС работает с вещественными или целочисленными 

входами и выходами; СНС оперирует данными, представлен-

ными в виде серии импульсов (спайков). Современные спайко-

вые нейронные сети успешно решают различные задачи из широ-

кого диапазона предметных областей. Они применяются в робо-

тотехнике [54], компьютерном зрении [72], протезировании [95], 

и многих других сферах. На основе СНС построены и обучены 

системы, управляющие манипуляторами [34] и роботами [24], ре-

шающие задачи распознавания и обнаружения [100, 106], задачи 

тактильного восприятия [111], обработки нейромедицинских 

данных [51, 78]. СНС открыли целое направление создания раз-

личных нейроморфных систем, таких как NeuroGrid [30], 

BrainScaleS [104, 116], и нейроморфных чипов – Loihi [39], Tianjic 

[105], успешная работа которых свидетельствует о большом по-

тенциале аппаратной реализации СНС. В [110] производится ана-

литическое исследование нейроморфных вычислений, основан-

ных на спайковых нейронных сетях, – от алгоритмов к техниче-

скому воплощению. В [134] приведен обзор моделей спайковых 

нейронных сетей и основанных на них приложений. Тандем из 

ИНС в качестве учителя и СНС в качестве ученика для констру-

ирования глубокой спайковой сети приведен в [132]: авторы 

предложили метод, устойчивый к шумам различного вида. 

Нейроморфные альтернативы фоннеймановской архитектуре, ис-

пользующие СНС, описаны в [133].  

Недавно стало развиваться моделирование СНС с задерж-

ками на синапсах. Пластичность синаптических весов [38] и пла-

стичность синаптических задержек [85] – феномены, присущие 

живым нейронным сетям и сопровождающие процесс их обуче-

ния. Однако если обучение, основанное на изменении весов си-

напсов, хорошо изучено и широко применяется во многих рабо-

тах (см., напр., [79]), то эффект пластичности временной за-

держки на синапсах применительно к обучению исследован го-

раздо слабее. В качестве примера приведем две работы: в [98] 

СНС обучается как за счет пластичности весов, так и за счет из-

менения задержек; в работе [66] описывается обучение, основан-

ное только на пластичности задержек.  
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В статье [89] изучалась вычислительная мощность импульс-

ных нейронов с программируемыми задержками. Авторы дока-

зали, что простой нейрон с пластическими задержками вычисли-

тельно мощнее порогового нейрона и примерно эквивалентен 

нейрону с сигмоидной функцией активации по способности клас-

сифицировать сложные паттерны. 

Существует ряд исследований синаптических задержек в ал-

горитмах обучения импульсных нейронных сетей. В статье [103] 

описана полисинхронизация для резервуарных вычислений: из-

менения задержек применялись на выходном слое сети, 

в то время как скрытый слой обучался с помощью весов синап-

сов. В работе [102] предложен градиентный алгоритм обучения 

с задержками, который использовался в датчике локализации 

звука. В статье [80] изучается влияние аксональных задержек 

на синхронизацию спайков в сети. В ИПУ РАН получены резуль-

таты по распознаванию образов спайковыми сетями с задерж-

ками [17]. 

Хотя по большей части глубокие нейронные сети стали тех-

нологией и перешли в практическую плоскость, теоретические 

исследования не останавливаются. Исследователи поднимают 

фундаментальные вопросы о том, как применить искусственные 

нейронные сети к исследованию естественных нейронных сетей, 

как нейронные сети могут использоваться в нейронауках. Статья 

[115] называется «Если глубокое обучение – это ответ, то каков 

вопрос?». Авторы задаются вопросом, как глубокие сети могут 

помочь нейробиологам в понимании мозга, а также определяют 

концептуальные и методологические проблемы, сопоставляя по-

ведение, динамику обучения и хранение памяти в искусственных 

и биологических системах. Однако до понимания механизмов ра-

боты мозга с помощью искусственных нейронных сетей пред-

стоит большой путь. На сегодняшний день ИНС представляют 

собой распределенные вычислительные архитектуры и не пре-

тендуют на моделирование биологических нейронов и нервных 

систем в целом.  

До 2000-х годов нейробиологи не проявляли существенного 

интереса к искусственным нейронным сетям и вообще к сетевым 

моделям. Однако с появлением нового аппарата – сложных сетей 

(см. обзоры [8, 45, 76]), – оказавшегося полезным инструментом 
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для описания структур разнообразных биологических, техниче-

ских и социальных систем, внимание к сетевым моделям в нейро-

биологии резко возросло. Этот математический аппарат дал воз-

можность строить сетевые макромодели нервных систем («кон-

нектомы»), что привело к возникновению концепции «структур-

ной и функциональной коннектомики» [28, 37, 108, 123] и новых 

для нейробиологии понятий, таких как степень кластеризации, 

хабы, сети тесного мира и др. Полный структурный коннектом, 

описывающий все анатомические связи между нейронами, по-

строен только для червя – нематоды C. elegans. Однако при этом 

выяснилось, что знание полного коннектома червя недостаточно 

для описания механизмов его поведения [27], что лишний раз 

подтвердило ограниченность электрической парадигмы.  

Примером работы, использующей язык конечных автоматов 

для описания реальных нейронных систем, является статья [113]. 

В ней вся сложность клеточных механизмов, как и во всех искус-

ственных нейронах, агрегирована в бинарных состояниях. Дру-

гой важной особенностью этой работы является использование 

нейронов с разными типами электрической активности: осцилля-

торы, нейроны с тонической активностью, нейроны-триггеры.  

В совсем ином ключе автоматный подход моделирования 

биологических нейронов предложен в монографии [7]. В этой ра-

боте представлена автоматная модель нейрона в среде с ограни-

ченным питанием. Для выживания нейрон должен минимизиро-

вать потребление. В работе показано, что при решении задачи 

о минимизации потребления у системы возникают память, меха-

низмы поведения и самочувствия. Базовым свойством моделиру-

емого нейрона в этой работе является его эндогенная электриче-

ская активность: «Разряд в нейроне нужен самому нейрону». 

В статье [2] была предпринята первая попытка дискретного 

моделирования химических взаимодействий нейронов, представ-

ленных конечными автоматами. В статье [9] введено и исследо-

вано понятие стационарного ансамбля – нейронной сети из фор-

мальных нейронов, способной сохранять возбужденное состоя-

ние всех своих нейронов при отсутствии внешних воздействий. 

Предложено конечно-автоматное представление ансамбля и по-

казано, как на этом представлении можно исследовать процессы 

включения (перевода сети в активное состояние) и отключения 
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(перевода сети в «нулевое» состояние, когда ни один нейрон не 

возбужден). 

В целом же дискретные модели пока остаются весьма дале-

кими от биологических реалий. 

3. Сравнительный анализ «электрических» моделей. 
Некоторые принципы математического 
моделирования в нейробиологии 

Выше уже отмечалось, что описанные классы моделей ис-

пользуют разный математический аппарат. Непрерывные модели 

используют непрерывную математику – методы математиче-

ского анализа и дифференциальных уравнений. Дискретные мо-

дели опираются на дискретную математику – теорию графов, бу-

леву алгебру и теорию автоматов. Нужно ли выбирать между 

этими математическими средствами? И вообще, какая матема-

тика нужна для описания мозга?  

Во-первых, это математика, которой давно и успешно поль-

зуются все естественные науки – математика обработки экспери-

ментальных данных, прежде всего методы математической ста-

тистики. Однако статистически обработанные данные остаются 

всего лишь данными, требующими интерпретации. А интерпре-

тация данных не должна проводиться в терминах самих данных. 

Для нее нужен язык более высокого уровня, т.е. язык теории, на 

котором описываются закономерности, причинно-следственные 

связи между данными; другими словами, данные нуждаются 

в концептуализации. Как сказал А. Эйнштейн, «Лишь теория ре-

шает, чтó мы ухитряемся наблюдать». Вначале эти связи и зако-

номерности описываются на качественном, вербальном уровне, 

но по мере развития науки они принимают форму строгих мате-

матических моделей. 

Ситуация, сложившаяся в нейробиологии (наличие огром-

ного массива данных при явном недостатке их теоретического 

осмысления), весьма выразительно иллюстрирует важность тео-

ретических языков. Вот что пишет С.В. Медведев, один из веду-

щих российских нейробиологов [11]: 
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«Прорыв, произошедший в последние десятилетия в области 

технического оснащения исследований, как ни странно, не при-

вел к кардинальному изменению ситуации в понимании работы 

мозга. Да, резко увеличилось число научных статей. Но в абсо-

лютном большинстве эти работы сообщают нам о том, что в опре-

деленной зоне мозга обнаружена реакция на определенный раз-

дражитель или что при выполнении определенной деятельности 

изменился рисунок ЭЭГ. Существенно меньше исследований, где 

показано, как именно происходит реорганизация работающих 

структур мозга при том или ином действии, как происходит мыс-

лительный контроль какой-либо деятельности, как обнаружива-

ется конфликт и подготовленное действие либо разрешается, 

либо запрещается или выбирается наиболее целесообразное по-

ведение.  

По пальцам можно пересчитать статьи, где сообщается о ме-

ханизмах работы мозга, какими законами он управляется, как вза-

имодействуют его структуры.» 

Чтобы говорить о языках высокого уровня, надо сначала от-

метить, что сам мозг можно рассматривать на нескольких уров-

нях: 

1) большие нейронные структуры; 

2) малые ансамбли и информатика межнейронных связей: пе-

редача и прием сигналов нейронами; изменение дискретного со-

стояния нейрона (возбуждение или торможение) в результате 

приема сигнала; 

3) физика и геометрия нейрона и внеклеточного пространства 

(ВКП): процессы возбуждения, секреции и рецепции в нейронах; 

диффузия, динамика концентрации и обратный захват трансмит-

теров в ВКП; 

4) молекулярно-генетический уровень нервной клетки. 

Этот список образует иерархию, в которой  

– описание каждого уровня может являться интерпретацией 

описаний предыдущего (более нижнего) уровня;  

– при переходе «вверх» на следующий уровень происходит 

свертка параметров, т.е. их укрупнение (объединение нескольких 

параметров в один интегральный параметр) и игнорирование 
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тех параметров, которые на данном уровне не считаются суще-

ственными. 

Приведенная иерархия проясняет место моделей, описанных 

в разделе 2. Большинство непрерывных моделей относятся к мо-

делированию 3-го уровня; практически все дискретные модели – 

это модели 2-го уровня. 

Ярким примером свертки параметров является модель 

нейрона Маккаллока – Питтса, о которой уже говорилось 

в предыдущем разделе. Эта модель впервые предложила способ 

описания процессов передачи информации, т.е. обмена сигна-

лами между нейронами. С точки зрения этих процессов вся слож-

ная электродинамика нейрона работает на то, чтобы сгенериро-

вать и передать сигнал. Именно генерация и передача сигнала су-

щественна для этой модели; поэтому практически вся физика 

и анатомия нейрона в этой модели свертывается. Нет ни дендри-

тов, ни мембраны, ни ионных каналов, ни деполяризации и ги-

перполяризации. Физика прохождения сигнала по аксону, моле-

кулярные процессы в синаптических щелях, химическая или 

электрическая природа синапсов остаются за бортом. Электриче-

ские характеристики сигнала (амплитуда, частота спайков и т.д.) 

также несущественны. Важна двоичная природа сигнала: либо он 

есть, либо его нет. В итоге остаются входы с весами (бывшие си-

напсы), выход (бывший аксон), передающий двоичный сигнал на 

входы других нейронов, и закон преобразования (1) входных сиг-

налов в выходные, использующий абстрактное понятие порога. 

Следует заметить, что эта свертка оказалась слишком гру-

бой: было проигнорировано много биологических параметров, 

которые, как постепенно выяснялось, являются информационно 

значимыми. Поэтому первоначально возникший интерес биоло-

гов к этой модели довольно быстро угас. Однако, не став реаль-

ным средством моделирования биологических нейронных сетей, 

модель Маккаллока – Питтса по-прежнему сохраняет свое мето-

дологическое значение, заключающееся в том, что она допускает 

различные расширения и модификации, приближающие ее к био-

логической реальности. Эти ее возможности активно использова-

лись в теории искусственных нейронных сетей, прежде всего за 

счет введения различных функций активации. Тем самым модель 

Маккаллока – Питтса – именно потому, что она очень груба 
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и слишком многое не учитывает, – служит примером минималь-

ной (базовой) модели, т.е. модели, которая в дальнейшем только 

расширяется и уточняется, но исходные принципы не меняются. 

Такие минимальные модели имеются практически во всех есте-

ственных науках: законы Ньютона в механике, планетарная мо-

дель атома Бора – Резерфорда в атомной физике, таблица Менде-

леева в химии, машина Тьюринга в вычислительных науках. Как 

правило, именно с них начинается построение строгих теорий. 

Возвращаясь к приведенной выше иерархии уровней описа-

ния мозга, мы видим, что непрерывные и дискретные модели 

описывают разные уровни его функционирования и принципи-

ально не сопоставимы. В терминах непрерывных моделей можно 

с большой степенью точности описывать физико-химические 

свойства и процессы в нейронах и нейронных сетях: прохожде-

ние спайков по аксону, процессы, происходящие в синаптиче-

ской щели, протекание ионов через мембрану и т.д. Однако мно-

гие из этих параметров несущественны для описания информа-

ционных процессов в нервных системах, подобно тому, как для 

понимания работы компьютера не обязательно знать физические 

процессы, происходящие в его элементах и схемах. Описание 

электродинамики требует языка физики, который со времен Нью-

тона использует методы математического анализа. Для описания 

межнейронных связей, проходящей по ним информации и ее вли-

яния на поведение ансамблей и организма в целом гораздо 

больше подходит язык информатики, возникший во второй поло-

вине ХХ века – язык дискретной математики. 

Параметры, существенные для описания информатики нерв-

ной системы, это: 

– тип секреции нейрона (выход) и рецепторы нейрона 

(вход) – в терминах нейротрансмиттеров и синаптических связей; 

– динамически меняющиеся связи (химические и электриче-

ские) между нейронами и ансамблями, определяемые составом 

и концентрацией трансмиттеров в ВКП;  

– характер эндогенной активности нейронов (динамика их 

мембранных потенциалов); 

– характер зависимости выходных сигналов от входных 

(с учетом разного химизма нейронов и типов их электрической 

активности);  
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– временные последовательности сигналов и описание пат-

тернов в этих терминах; 

– наличие памяти у нейронов и ансамблей (в терминах дис-

кретных состояний, меняющихся порогов и весов связей). 

Первые два вида параметров (входы, выходы и структура 

связей) характеризуют структурные свойства нервных систем. 

Адекватным языком для их описания является язык теории гра-

фов. Остальные параметры характеризуют функциональные (ди-

намические) свойства. Для описания этих свойств наиболее при-

годны различные модели конечных алгоритмов: конечные авто-

маты и их расширения.  

4. О моделировании гетерохимических 
взаимодействий в нейронных сетях  

По-видимому, первой работой в области моделирования ге-

терохимических взаимодействий между нейронами был краткий 

набросок бессинаптической дискретной модели, описанный 

в [16]1. В нем показано, как три нейрона, каждый из которых сек-

ретирует свой специфический трансмиттер в общее внеклеточное 

пространство, могут генерировать трехфазный ритм при отсут-

ствии синаптических контактов. 

С начала 90-х гг., когда наличие объемной передачи стало 

общепризнанным фактом, стали появляться математические мо-

дели гетерохимических взаимодействий. Не претендуя на пол-

ноту обзора, упомянем отдельные работы, связанные с различ-

ными аспектами этих взаимодействий.  

В модели Коха и Сегева [82] вводится четыре типа рецепто-

ров к двум трансмиттерам (глутамат и ГАМК), по-разному влия-

ющих на активность нейронов. Ответ нейронов на отдельные 

нейротрансмиттеры моделируется расширением модели Ходж-

кина – Хаксли.  

В работе [26] приводятся оценки требований к пространству 

и потреблению энергии для синаптической и несинаптической 

(объемной) передачи сигналов. На их основе делается вывод, 

                                           
1 Эта статья перепечатана в недавно вышедшем сборнике [6]. 
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что «очень маловероятно, что синапсы могут быть единственным 

средством передачи информации в мозгу».  

В другой работе этих авторов [22] высказывается гипотеза, 

что для нейронных ансамблей, управляющих «массовыми функ-

циями», такими как сон, бдительность, чувство голода, тонус 

мозга и настроение, энергетически более выгодна несинаптиче-

ская передача сигналов. Для исследования таких ансамблей (мо-

дулей) предлагается термодинамический подход. Нейронный мо-

дуль должен иметь степени свободы, положение в фазовом про-

странстве, энергию и другие коллективные свойства. Жесткие 

связи между нейронами заменяются вероятностными взаимодей-

ствиями через внеклеточное пространство. Для ансамбля, содер-

жащего три нейрона и три трансмиттера, построена его траекто-

рия в фазовом пространстве. Отметим, что предложенный подход 

и связанная с ним математика (нелинейная динамика) близки 

к направлению, изложенному в упомянутом выше обзоре [13]. 

В работе [46] предложена вычислительная теория, описыва-

ющая роль четырех основных нейромодуляторов (дофамина, се-

ротонина, норадреналина и ацетилхолина) в регулировании рас-

пределенных механизмов обучения в мозге животных. В основе 

модели обучения лежит марковская схема принятия решений 

агентом, который наблюдает состояние среды и предпринимает 

действие в соответствии со своей стратегией, которая является 

либо детерминированной, либо стохастической. В ответ на дей-

ствие агента состояние окружающей среды изменяется либо де-

терминированно, либо стохастически в соответствии с марков-

ской матрицей переходов. Вознаграждение задается детермини-

рованно или стохастически. Цель обучения с подкреплением со-

стоит в том, чтобы найти оптимальную стратегию, которая мак-

симизирует ожидаемую сумму будущих вознаграждений. 

В работах [62, 63] рассматриваются модели взаимодействия 

эндогенных нейромодуляторов – ацетилхолина и дофамина – 

с экзогенным нейромодулятором – никотином, приводящего 

к никотиновой зависимости.  

В статье [129] представлена вычислительная модель, которая 

одновременно рассматривает секрецию, диффузию и поглощение 

(обратный захват) дофамина; учитывает множественные события 
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секреции; рассматривает как синаптическую, так и объемную пе-

редачу, включая геометрию синаптической щели. Процесс диф-

фузии описывается уравнением в частных производных. Отмеча-

ется, что не всякий спайк вызывает выброс трансмиттера; при вы-

бросе содержимое везикулы может выделяться не полностью. 

Модель содержит два уровня разрешения: крупномасштабный 

(моделирование всех процессов во внеклеточном пространстве) 

и мелкомасштабный (моделирование внутри синаптических ще-

лей с высокой вычислительной эффективностью).   

В статье [107] рассматриваются пары нейронов, связанных 

разными синапсами: электрическими и химическими. Авторы ис-

следуют совокупный эффект электрических и химических взаи-

модействий на генерацию паттернов ритмической активности. 

Вводится модель скорости возбуждения, которая точно описы-

вает динамику среднего поля гетерогенных популяций нейронов, 

описываемых моделью «квадратичный Integrate-and-Fire» как 

с химическими, так и с электрическими синапсами. 

В [119] исследуется трехслойная нейронная сеть со слож-

ными взаимодействиями между нейронами. Помимо взаимодей-

ствия через химические и электрические синапсы исследуются 

эфаптические связи, которые могут возникать между соседними 

(соприкасающимися) нейронами. Они возникают вследствие об-

мена ионами между клетками или в результате локальных элек-

трических полей.   

Часто химические модели описывают эффекты нейромоду-

ляции, порождаемые воздействием тех или иных нейротрансмит-

теров. Нейромодуляция заключается в том, что под действием 

тех или иных химических веществ в нейронных сетях изменя-

ются паттерны активности [64, 91]. Структурные связи между 

нейронами задают основу для их взаимодействия. Разные нейро-

модуляторы активизируют разные подсети и разные ритмы, та-

ким образом, с помощью химических воздействий изменяются 

состав и активность нейронных ансамблей [27]. Кроме того, важ-

ную роль играет принципиальное разнообразие и неоднород-

ность нейротрансмиттеров, типов нейронов и типов их взаимо-

действий [25, 48].  

Воздействие химических веществ, нейромодуляторов, 

на нейроны может вызывать цепочки внутриклеточных реакций, 
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которые не изменяют мембранный потенциал напрямую, но из-

меняют свойства самих нейронов: их восприимчивость к транс-

миттерам, порог возбуждения, паттерны электрической активно-

сти и т.д.  

Почти все известные нам гетерохимические модели – это мо-

дели 3-го уровня. Подобно тому, как электрические модели 3-го 

уровня описывают процессы генерации потенциала действия, его 

передачу по аксону и процессы, проходящие в синаптической 

щели, гетерохимические модели этого уровня исследуют про-

цессы секреции трансмиттеров во всем объеме ВКП, скорости их 

диффузии, динамику их концентрации и т.д. Как правило, они ис-

следуют конкретные случаи объемной передачи, и для каждого 

случая строится своя модель. При всей теоретической и практи-

ческой (в частности, для фармакологии) важности таких исследо-

ваний эти модели не содержат средств для описания информаци-

онных взаимодействий внутри ансамбля и между ансамблями, 

определяющих поведение организмов. Немногочисленные мо-

дели 1-го уровня типа [22] и [46], упомянутые выше, также этих 

средств не содержат.  

Каждая сложившаяся парадигма постепенно обзаводится 

своей базовой моделью, которая в дальнейшем расширяется 

и конкретизируется. Для электрической парадигмы такие модели 

существуют уже более 70 лет – это модель Ходжкина – Хаксли 

для 3-го уровня и модель Маккаллока – Питтса для 2-го уровня. 

Для формирующейся у нас на глазах гетерохимической пара-

дигмы таких моделей пока нет. В следующем разделе будет пред-

ставлена попытка устранить этот пробел. Мы опишем дискрет-

ную базовую модель 2-го уровня, последовательные версии кото-

рой публиковались в 2017–2020 гг. Но сначала изложим основ-

ные принципы, лежащие в основе предлагаемого подхода.   

Для описания информационных процессов (как электриче-

ских, так и химических), происходящих в сетях биологических 

нейронов, существующие дискретные модели нуждаются в суще-

ственном расширении, которое должно происходить по несколь-

ким направлениям. Отметим главные из них.  

1. Во всех описанных выше дискретных моделях нейроны со-

единены жесткими «проволочными» связями – аксонами. По-

этому анатомия сети не может претерпевать быстрых изменений 
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и перестроек. Однако, как уже отмечалось во введении, при неиз-

менной анатомии нейронный ансамбль обладает репертуаром 

различных поведений. Выбор конкретного поведения определя-

ется набором трансмитттеров, присутствующих во внеклеточном 

пространстве (ВКП) в данный момент, и уровнем их концентра-

ции. Поэтому понятие связи в нейросетевых моделях должно 

быть расширено: связями должны быть не только локальные си-

наптические связи, наблюдаемые анатомически, но и трансмит-

терные взаимодействия (volume transmission) нейронов через 

ВКП, которые реализуются только в динамике. Трансмиттерные 

взаимодействия широковещательны, т.е. возникают сразу между 

многими нейронами ВКП и гораздо более изменчивы, что позво-

ляет динамично перестраивать структуру связей и тем самым ре-

ализовать процессы нейромодуляции.  

2. Нейроны мозга функционально различны. Эти различия ле-

жат в самой основе работы нервной системы, а вовсе не являются 

дополнительным (необязательным при упрощении) свойством 

нейронов. Модели нейронных сетей должны быть гетерогенными 

по крайней мере в двух отношениях. Во-первых, они должны от-

ражать информационно значимое разнообразие трансмиттеров 

и чувствительных к ним рецепторов. Количество типов взаимо-

действий определяется количеством трансмиттеров и их комби-

наций, присутствующих в модели. Взаимодействия между нейро-

нами не бинарны, и модель из «черно-белой» должна стать «цвет-

ной», причем число цветов должно соответствовать числу разных 

трансмиттеров, присутствующих в рассматриваемом нейронном 

контексте; традиционный бинарный язык логических (булевых) 

сетей уже не подходит. Во-вторых, модель должна включать 

нейроны с разными типами активности. Вариант такой типоло-

гии имеется в работе [113], упомянутой в разделе 2.2. Необхо-

дима ее формализация в дискретных терминах. 

3. В существующих дискретных моделях взаимодействия 

нейронов синхронны: при подаче сигналов одновременно на 

входы нескольких нейронов они должны возбудиться (или затор-

мозиться) одновременно. Это означает, что времена реакции на 

внешний сигнал у всех нейронов должны быть одинаковыми, что 

слабо соответствует биологической реальности. Поэтому реали-

стичная модель должна быть асинхронной.  
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5. Дискретная модель мультитрансмиттерных 
взаимодействий  

5.1. ОПИСАНИЕ ОБЪЕКТА МОДЕЛИРОВАНИЯ 

Сначала опишем основные черты объекта, который мы соби-

раемся моделировать. Объект моделирования – это всегда идеа-

лизация, сознательно игнорирующая те свойства реального объ-

екта, которые считаются несущественными для целей моделиро-

вания. Наша цель– создание базовой (минимальной) дискретной 

модели 2-го уровня, которая формализует основные принципы 

химических взаимодействий между нейронами, общие для лю-

бых видов таких взаимодействий. Таким образом, речь будет 

идти о дискретном моделировании химической коммуникации, 

происходящей между конкретными нейронами в сетях с неболь-

шим количеством нейронов, в которых каждый нейрон имеет 

специфические свойства, а набор трансмиттеров может быть про-

извольным. Типичным примером таких сетей являются централь-

ные генераторы паттерна [3, 96] – сообщества нейронов, генери-

рующие упорядоченную моторную выходную активность.  

Малая нейронная сеть (нейронный ансамбль) представляет 

собой множество нейронов, находящихся в общем химическом 

окружении – внеклеточном пространстве (ВКП), где содержатся 

различные нейротрансмиттеры, которые либо выделяются са-

мими нейронами, либо поступают извне. Нейроны обладают ре-

цепторами, которые могут располагаться не только в синаптиче-

ской щели, но и по всей мембране [27, 47, 129]; при этом каждый 

рецептор способен реагировать только на один вид трансмитте-

ров. Реакция рецептора заключается в его действии на мембран-

ный потенциал (МП) нейрона: оно может иметь разный знак (воз-

буждающее либо тормозящее) и разную силу влияния (вес). Хи-

мическая коммуникация нейронов (volume transmission) происхо-

дит через общее ВКП: каждый нейрон имеет доступ к общему хи-

мическому окружению [5, 21]. 

Нейроны разнородны; тип нейрона определяется тремя ос-

новными характеристиками: 

– трансмиттер-специфичностью: трансмиттером, который он 

выделяет [1, 15, 35]; 
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– множеством рецепторов, которыми он обладает (способно-

стью воспринимать те или иные трансмиттеры и типом реакции 

на них) [1, 15, 35]; рецепторы могут быть как возбуждающими, 

так и тормозными; 

– характером эндогенной активности, т.е. способности акти-

вироваться без внешних воздействий.  

Различают три типа нейронной активности: фазическая (ос-

цилляторная), тоническая и реактивная. Первые два типа – эндо-

генные; при третьем типе нейрон активируется только при нали-

чии достаточно сильных внешних воздействий. С «электриче-

ской» точки зрения оба эндогенных режима – импульсные и от-

личаются только частотой; однако характер концентрации транс-

миттеров в ВКП при этом различен: при тонической активности 

концентрация устойчива, а при фазической она колеблется [87]. 

Известно, что нейроны способны переключаться с одного ре-

жима активности на другой. Конкретные параметры этой актив-

ности для дофаминовой секреции приведены в [87]. Однако мы 

ограничимся случаем, когда каждый нейрон имеет постоянный 

тип активности: 

– осциллирующий нейрон (осциллятор) – нейрон, который 

в отсутствии торможения периодически активируется эндогенно;  

– тонический нейрон – нейрон, имеющий постоянную эндо-

генную активность в отсутствии торможения;  

– реактивный (пассивный) нейрон. С функциональной точки 

зрения он сходен с классическим нейроном Маккаллока – Питтса. 

У него нет эндогенного возбуждения; он активируется, только 

если его возбудить, и возбуждение достигнет порога.  

Активация нейрона происходит в результате либо эндоген-

ной активности, либо внешних воздействий, когда сумма реакций 

рецепторов (с учетом их весов) и внутреннего состояния превос-

ходит некоторое пороговое значение. При этом нейрон выделяет 

(секретирует) трансмиттер. 

 

5.2. МОДЕЛЬ ГЕТЕРОХИМИЧЕСКОГО ВЗАИМОДЕЙСТВИЯ 

НЕЙРОНОВ В МАЛЫХ АНСАМБЛЯХ 

В имеющихся публикациях описано два варианта асинхрон-

ной модели. Первый вариант [10] не содержит синаптических 
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связей вообще: важно было показать, что без них можно обой-

тись, что подтверждается наличием организмов, нервная система 

которых не содержит синапсов. Более поздний вариант [29] 

включает синаптические связи и использует более компактную 

векторизованную запись основных параметров и формул, описы-

вающих динамику модели. Здесь будет кратко описан последний 

вариант; подробное описание модели можно найти в упомянутых 

статьях.  

Модель представляет собой гетерогенную нейронную си-

стему S = <N, X(t), C, T>, где N = {N1, …, Nn} – множество нейро-

нов, X(t) – вектор, характеризующий концентрации трансмитте-

ров во внеклеточном пространстве (ВКП), C = {c1, …, cm} – мно-

жество трансмиттеров, T – время, в котором происходит функци-

онирование системы. Время непрерывно, но делится событиями 

на дискретные такты t = 0, 1, … . Событие – это либо изменение 

концентрации трансмиттеров в ВКП, либо изменение некоторых 

параметров одного из нейронов (точнее будет сказано ниже). 

Такт t – это интервал непрерывного времени между соседними 

событиями 

Нейрон Ni, i = 1, …, n, имеет мембранный потенциал (МП) 

𝑈𝑖(t), который в автономном режиме может изменяться в диапа-

зоне 𝑈𝑖
0  𝑈𝑖(t)  𝑈𝑖

max. Он активен, если величина его МП 𝑈𝑖(t) 

не меньше порогового значения Pi, которое, как правило, меньше 

𝑈𝑖
max. Активность характеризуется двоичным параметром 𝑦𝑖(𝑡): 

(2) 𝑦𝑖(𝑡) = {
1, если 𝑈𝑖(𝑡) ≥ 𝑃𝑖 ,

0, иначе.
    

Значения 𝑈𝑖
0, 𝑈𝑖

max и Pi специфичны для каждого нейрона.  

Основные параметры системы можно разбить на два класса: 

статические (не меняющиеся в процессе функционирования) 

и динамические (меняющиеся во времени).   

Статические параметры:  

– границы изменения МП 𝑈𝑖
0, 𝑈𝑖

max; 

– порог Pi;  

– веса рецепторов: матрица W = (wij)nm, где wij – суммарный 

вес всех рецепторов нейрона Ni, чувствительных к трансмит-

теру cj; wij = 0 означает отсутствие таких рецепторов; веса могут 
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быть как положительными, так и отрицательными (для тормоз-

ных рецепторов) 

– дозы выброса трансмиттеров нейронами: матрица 

D = (dij)nm, где dij – доза выброса трансмиттера cj нейроном Ni; 

каждая строка этой матрицы содержит только одно ненулевое 

значение; 

– синаптические связи: матрица R = (rij)nn, где rij – вес синап-

тической связи между нейронами Ni и Nj; rij = 0 означает отсут-

ствие такой связи между Ni и Nj; 

– скорости изменения МП в разных фазах активности 

нейрона. Эти параметры связаны с типами электрической актив-

ности; о них будет сказано ниже.  

Динамические параметры: 

– активности нейронов: двоичный вектор Y(t) = (y1(t), …, yn(t)) 

(см. формулу (2)); 

– мембранные потенциалы 𝑈𝑖(t) нейронов; отметим, что в от-

личие от многих динамических параметров, которые на протяже-

нии такта не меняются, МП меняется непрерывно: 𝑈𝑖(t) – это зна-

чение МП в начале такта t; 

– концентрация трансмиттеров в ВКП: вектор X(t) = (x1(t), …, 

xm(t)), где xj(t) – сумма доз трансмиттера cj, выделенных всеми 

теми нейронами, активными на такте1 t, которые способны выде-

лять этот трансмиттер: 

(3) X(t) = Y(t)D;  

– внешние воздействия на рецепторы нейронов. Эти воздей-

ствия описываются в модели экзогенной скоростью si(t) измене-

ния МП, которая пропорциональна (коэффициент пропорцио-

нальности полагаем равным 1) концентрации трансмиттеров 

в КП на такте t, а также весам синаптических связей и рецепто-

ров, чувствительных к этим трансмиттерам:  

(4) 𝑠𝑖(𝑡) = ∑ 𝑤𝑖𝑗𝑥𝑗(𝑡) + ∑ 𝑟𝑖𝑗𝑦𝑗(𝑡)𝑛
𝑗=1 .𝑚

𝑗=1   

Введя вектор S(t) = (s1(t), … sn(t)), получим матричную форму 

этой формулы: 

                                           
1 В действительности величина xj(t) учитывает не только активности нейро-

нов, но и время пребывания трансмиттера в ВКП после того, как выделивший 

его нейрон стал пассивным. Но здесь эти тонкости мы опускаем.  



 

Управление большими системами. Выпуск 106 

34 

 S(t) = X(t)WT + Y(t)R.    

Как уже было отмечено в разделе 5.1, модель рассматривает 

нейроны с тремя типами активности. Каждому из этих типов со-

ответствует свой набор эндогенных скоростей.  

Осциллятор в автономном режиме имеет четыре фазы, кото-

рые будут обозначаться бинарным индексом  = kl, где 

k, l  {0, 1}, k = yi(t); l = 1, если Ui(t) возрастает, иначе l = 0. Цикл 

осцилляции в этих обозначениях выглядит так: 

 = 01 – возрастание Ui(t) неактивного нейрона (от 𝑈𝑖
0 до Pi), 

 = 11 – возрастание Ui(t) активного нейрона (от Pi до 𝑈𝑖
max),  

 = 10 – убывание Ui(t) активного нейрона (от 𝑈𝑖
max до Pi), 

 = 00 – убывание Ui(t) неактивного нейрона (от Pi до 𝑈𝑖
0 ). 

Четырем фазам соответствуют четыре эндогенных скорости: 

𝑣𝑖en
01  и 𝑣𝑖en

11  – положительные, 𝑣𝑖en
00  и 𝑣𝑖en

10  – отрицательные. Все мо-

менты смены фаз являются событиями, хотя при переходах от 

 = 11 к  = 10 и от  = 00 к  = 01 активность нейрона не меня-

ется.  

Тонический нейрон в автономном режиме активен посто-

янно; у него две положительные эндогенные скорости 𝑣𝑖en
01  (в пас-

сивном состоянии) и 𝑣𝑖en
11  (в активном состоянии), которые «тя-

нут» МП вверх.  

Реактивный нейрон в автономном режиме пассивен посто-

янно; у него две отрицательные скорости 𝑣𝑖en
00  (в пассивном со-

стоянии) и 𝑣𝑖en
10  (в активном состоянии), которые «тянут» МП 

вниз.  

Теперь можно определить суммарную скорость vi(t) измене-

ния МП нейрона Ni на такте t: 

(5) 𝑣𝑖(𝑡) = 𝑠𝑖(𝑡) + 𝑣𝑖en
𝛼 (𝑡). 

На протяжении такта t суммарная скорость не меняется. Это 

значит, что в течение любого такта Ui(t) меняется линейно, и весь 

график изменения МП любого нейрона является кусочно-линей-

ным.  

Наблюдаемая динамика системы представляет собой после-

довательность векторов активности Y(0), Y(1), …, Y(t), Y(t + 1), … 

Переход от Y(t) к Y(t + 1) связан с наступлением очередного  
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события, т.е. либо изменения активности одного из нейронов (ко-

торое изменяет концентрацию трансмиттеров в ВКП, либо дости-

жения каким-либо нейроном одной из границ изменения МП, т.е. 

𝑈𝑖
0

 или 𝑈𝑖
max. Задача моделирования функционирования нейрон-

ной системы, т.е. вычисления последовательности Y(0), …, 

Y(t), …, заключается в том, чтобы, зная все параметры системы 

в момент t, определить, какое именно ближайшее событие насту-

пит, т.е. в какой момент непрерывного времени начнется такт t + 1, 

а затем пересчитать все динамические параметры этого такта.  

У каждого нейрона на каждом такте существует свое бли-

жайшее событие. Каким оно будет и в какой момент может насту-

пить, зависит от двух дополнительных динамических парамет-

ров: остаточного потенциала и остаточного времени. Оста-

точный потенциал Ui(t) в момент t – это величина, равная «рас-

стоянию» до наступления ближайшего события, связанного 

с нейроном Ni, и которая, в свою очередь зависит от активности 

нейрона, величины и знака суммарной скорости. Например, если 

осциллятор пассивен (Ui(t) < Pi) и находится в фазе  = 00, но при 

этом знак суммарной скорости положителен (это означает, что 

поступило сильное возбуждающее воздействие), то МП начнет 

расти и ближайшим событием будет достижение порога снизу 

и активация осциллятора; при этом Ui(t) = Pi – Ui(t). 

Все такие зависимости сводятся в таблицы переходов, кото-

рые каждой комбинации значений параметров (yi(t), 𝑣𝑖en
𝛼 , знак 

vi(t)) ставят в соответствие ближайшее событие и формулу вычис-

ления Ui(t). Эти таблицы различны для разных типов активно-

сти нейронов и здесь не приводятся.  

Остаточное время ri(t) (время, оставшееся до достижения 

порога) зависит от Ui(t) и от текущей суммарной скорости. Оно 

вычисляется следующим образом: 

(6) ri(t) = {
𝑈𝑖(𝑡)

⌈𝑣𝑖(𝑡)⌉
, если 𝑣𝑖 0 и 𝑈𝑖(𝑡) < ∞,

∞ в остальных случаях.
 

Знак  означает, что остаточное время нейрона Ni не влияет 

на вычисление ближайшего события и не должно в нем участво-

вать.  
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Все нейроны, у которых остаточное время конечно, стре-

мятся к своему ближайшему событию. В этой конкуренции по-

беждает тот нейрон, у которого это время минимально.  

Таким образом, конкретный алгоритм вычисления функцио-

нирования нейронной системы заключается в том, чтобы, зная 

вектор U(t) текущих потенциалов всех нейронов системы:  

1)  последовательно вычислить векторы X(t) (формула (3)), 

S(t) (формула (4)), суммарные скорости (формула (5)), остаточ-

ные потенциалы (по таблицам переходов) и остаточные времена 

(формула (6));  

2)  найти минимальное из остаточных времен rg: его величина 

является длительностью такта t: rg = (t); наступившее событие 

заключается в изменении активности нейрона Ng и/или его эндо-

генной скорости; 

3)  вычислить вектор U(t + 1) по формуле 

 Ui(t + 1) = Ui(t) + (t) vi(t), i = 1, …, n. 

При этом: 

– если Ui(t) + (t) vi(t) > 𝑈𝑖
max, полагаем 𝑈𝑖(t) = 𝑈𝑖

max; 

– если Ui(t) + (t) vi(t) < 𝑈𝑖
min, полагаем 𝑈𝑖(t) = 𝑈𝑖

min. 

Предложенная модель позволила построить малые сети, со-

ответствующие нейронным ансамблям, существующим в живой 

природе. Были построены полуцентровые осцилляторы, состоя-

щие из двух нейронов, возбуждающихся в противофазе. Такие 

осцилляторы лежат являются строительными элементами многих 

более сложных нейронных ансамблей, в частности центральных 

генераторов паттерна [114]. В [29] описаны построенные генера-

торы трехфазного ритма пищевого центрального генератора 

улитки-прудовика Lymnaea stagnalis [31], а также пищевая сеть 

моллюска аплизии (морского зайца). В [4] описаны построенные 

ансамбли, управляющие походкой гексаподов, и механизмы 

нейромодуляции – переключения паттернов ритмической актив-

ности без структурной перестройки сетей. 

6. Заключение 

В статье описаны подходы к математическому моделирова-

нию взаимодействия нейронов в нейронных ансамблях и сетях. 



 

Системный анализ 

37 

Несмотря на достаточно большой объем статьи и длинный спи-

сок литературы, этот обзор не претендует на полноту. За рамками 

рассмотрения остался огромный массив работ по структурной 

и функциональной коннектомике, теоретико-информационные 

модели (отсылаем читателя к статьям Дж. Тонони, О. Спорнса 

и др.), а также работы К. Фристона и К.В. Анохина, открываю-

щие новые области исследований. 

Мы остановились на моделях механизмов взаимодействий 

нейронов и динамики их возбуждений, выделив две парадигмы: 

«электрическую» и «химическую». В рамках «электрической» 

парадигмы мы описали два больших класса: дискретные и непре-

рывные модели. В дискретных моделях, искусственных нейрон-

ных сетях нейроны очень просты; вся сложность ИНС заключена 

в связях большого количества простых элементов. В противопо-

ложность дискретному подходу, непрерывные модели, описыва-

ющие динамику мембранного потенциала нейронов, как правило, 

имеют большую вычислительную сложность. В отдельный класс 

выделены спайковые нейронные сети, которые обладают 

наибольшей биологической адекватностью среди ИНС, а неслож-

ные дифференциальные уравнения и небольшое количество па-

раметров позволяют строить малые нейронные сети, обучающи-

еся за приемлемое время. Но, как и в обычных ИНС, здесь опи-

сываются лишь электрические взаимодействия нейронов, связан-

ных синаптическими связями. 

Анализ современных химических моделей нейронной актив-

ности показывает, что универсальной гетерохимической модели, 

подобной моделям Ходжкина – Хаксли или Маккаллока – Пит-

тса для электрической активности, среди них нет. Как правило, 

такие модели описывают динамику отдельных трансмиттеров: 

процессы их генерации, движения по аксону, секреции, диффу-

зии, обратного захвата и т.д. 

Дискретная гетерохимическая модель, претендующая на та-

кую универсальность, описана в публикациях [10, 29]. В раз-

деле 5 приведен ее краткий очерк. Предложенная модель факти-

чески вводит новое понятие нейронной сети. Наряду с «провод-

ными» синаптическими связями в ней присутствуют беспровод-

ные широковещательные химические связи, которые не имеют 

анатомического воплощения и активируются только тогда, когда 
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активен нейрон-передатчик. Можно говорить о новом виде кон-

нектома – хемоконнетоме. Этот термин уже появился в литера-

туре: см., например, [40]. Впрочем, в этой статье точного («мо-

дельного») определения хемоконнектома нет.  

Успехи, продемонстрированные в последние годы искус-

ственными нейросетями и алгоритмами глубокого обучения, впе-

чатляют. Модели формальных нейронов в ИНС очень просты 

и пренебрегают множеством свойств биологических нейронов. 

Однако по крайней мере два свойства живых нейронов остались 

сильно недооцененными. Это эндогенная активность и широко-

вещательный гетерохимический обмен сигналами. Первый шаг 

к моделированию этих свойств был сделан в предложенной нами 

модели. Мы надеемся, что дальнейшие исследования в этом 

направлении дадут начало новому прорыву в информационных 

технологиях.   
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Рассмотрена и решена задача повышения эффективности управления подвиж-
ными объектами при использовании новых алгоритмов, улучшающих качество
изображений, получаемых при обзоре пространства. Существенное повыше-
ние качества основано на достижении угловой разрешающей способности,
в десятки раз превышающей критерий Рэлея. Угловое сверхразрешение обеспе-
чивает раздельное наблюдение нескольких объектов, не разрешаемых при пря-
мом наблюдении, а сопутствующее повышение четкости изображений дает
возможность фиксировать незаметные ранее детали образов сложных объ-
ектов. На этой основе возрастает вероятность правильных решений задач
распознавания и идентификации. Для обеспечения углового сверхразрешения
решена задача обучения полносвязной нейронной сети прямого распростране-
ния. Для многоэлементных приемо-передающих систем измерений предложен
и обоснован экстраполяционный метод достижения углового сверхразрешения.
Основу метода составляет экстраполяция значений комплексных амплитуд
принятого сигнала отдельными элементами приемных устройств за пределы
измерительной системы. Тем самым создаётся виртуальная система больше-
го размера, для которой выполняется критерий Рэлея, превосходящий по по-
казателям критерий для физической системы. В итоге эффективное угловое
разрешение возрастает пропорционально возрастанию размеров виртуальной
системы. Исследованы и представлены сравнительные результаты матема-
тического моделирования работы нейросети и других методов экстраполяции.
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1. Введение

Улучшение точности измерений и эффективной разрешаю-
щей способности угломерных систем за счет использования но-
вых методов цифровой обработки сигналов позволяет повысить
качество систем управления подвижными и стационарными объ-
ектами. В последнее время внимание исследователей привлекает
возможность применения для этих целей нейронных сетей. По-
казано, что нейронные сети могут быть интегрированы в контур
управления движением объектов, в том числе и автономных, для
решения задач распознавания объектов, прогнозирования их по-
ведения и оперативного реагирования на изменяющуюся обста-
новку.

Для многоэлементных приёмо-передающих систем измере-
ний и наблюдений различной физической природы предложен
и обоснован экстраполяционный метод достижения углового
сверхразрешения. Основу метода составляет экстраполяция зна-
чений комплексных амплитуд принятого сигнала отдельными
элементами приемных устройств за пределы измерительной си-
стемы. Тем самым создаётся виртуальная система большего раз-
мера. В итоге эффективное угловое разрешение возрастает про-
порционально возрастанию размеров виртуальной системы.

Угловое разрешение в соответствии с критерием Рэлея опре-
деляется как угол:
(1) 𝛿𝜃 = 𝜆/𝐷,
где 𝐷 — линейный размер антенны, 𝜆 — длина волны. Угол 𝛿𝜃
практически равен ширине диаграммы направленности (ДН) по
половинной мощности 𝜃0,5.

Во многих странах проводятся работы по исследованию
и практической реализации методов обработки сигналов, позво-
ляющих достигать сверхразрешения, т.е. превышения (1) [6, 14,
17–25]. Сверхразрешение, в частности, даёт возможность решать
важные задачи выделения отдельных целей в составе групповых
целей.

У всех упомянутых методов есть общий недостаток: требу-
ется проведение большого объема вычислений и, как следствие,
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невозможность их использования в режиме реального времени
при быстро изменяющейся обстановке.

Представляемый метод достижения углового сверхразреше-
ния позволяет оперативно реагировать на изменения обстановки,
решать задачи идентификации и селекции появляющихся новых
объектов, формировать на этой основе управляющие сигналы. За-
дачи такого рода особенно важны при наблюдениях за группа-
ми БПЛА, управления охотниками за БПЛА определённого типа,
формирования оптимальных траекторий охотников в автоматиче-
ском режиме при быстро изменяющихся условиях, в том числе
в автономном режиме.

В частности, управляющие сигналы в режиме реального вре-
мени вводят новую информацию об изменении положений от-
дельных объектов в групповых целях, о выявлении новых целей,
о выделении объектов с заданными характеристиками, об исклю-
чении ранее выделенных объектов из списка выделенных, о про-
гнозных значениях траектории движения объектов наблюдения.

Таким образом, представляемые алгоритмы включаются
в систему управления БПЛА, что заметно повышает ее эффек-
тивность

2. Постановка задачи

Принятый цифровой антенной решеткой (ЦАР) сигнал 𝑈(𝛼)
может быть представлен в виде интегрального преобразования:

(2) 𝑈(𝛼) =

∫︁
Ω
𝐹 (𝛼− 𝜙)𝐼(𝜙) 𝑑𝜙,

где Ω – угловая область расположения источника сигнала;
𝐼(𝛼) – угловое распределение амплитуды отраженного (или из-
лучаемого) им сигнала; 𝐹 (𝛼) – ДН измерительной системы,
𝛼 — угол отклонения от центра направления сканирования ЦАР
в пределах Ω.

Ставится задача воспроизвести изображение источника сиг-
налов 𝐼(𝛼) с угловым разршением превосходящим значение,
определяемое критерием Рэлея для данной конфигурации физи-
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ческой системы. Принятый сигнал 𝑈(𝛼) и ДН ЦАР 𝐹 (𝛼) счита-
ются известными.

Таким образом, необходимо найти приближенное решение
интегрального уравнения (ИУ) Фредгольма первого рода типа
свертки (2) относительно неизвестной функции 𝐼(𝛼) с макси-
мально достижимой точностью. Поставленная задача является
обратной, она не удовлетворяет второму и третьему требовани-
ям корректности по Адамару и оказывается неустойчивой [1].

Устойчивость решений может быть повышена при ином под-
ходе, напрямую не сводящемся к решению ИУ.

Современные радио- и гидролокационные системы, осно-
ванные на использовании ЦАР, могут преобразовывать сигна-
лы в цифровую форму уже на стадии приёма сигнала каждым
элементом. Это позволяет проводить анализ и обработку гораздо
большей информации, содержащейся в структуре принимаемого
сигнала, чем обычные антенны. В частности, возможно достиже-
ние разрешающей способности, превышающей предел, опреде-
ленный критерием Рэлея.

Пусть число элементов линейной ЦАР 2𝑁 + 1, размеры од-
номерной области Ω меньше ширины луча ЦАР 𝜃0,5. Тогда ДН
можно представить в виде

(3) 𝐹 (𝜙− 𝛼) =

𝑁∑︁
𝑛=−𝑁

exp
(︀
− 𝑖𝑘𝑑𝑛(𝜙− 𝛼)

)︀
,

где 𝑘 = 2𝜋/𝑑 – волновое число; 𝑑 – расстояние между соседни-
ми излучателями; 𝛼– направление максимума ДН. Для ЦАР (2)
преобразуется в сумму:

(4)
𝑈(𝛼) =

𝑁∑︀
𝑛=−𝑁

exp
(︀
− 𝑖𝑘𝑑𝑛𝛼

)︀ ∫︀
Ω

exp
(︀
𝑖𝑘𝑑𝑛𝜙

)︀
𝐼(𝜙) 𝑑𝜙 =

=
𝑁∑︀

𝑛=−𝑁

𝐶𝑛 exp
(︀
− 𝑖𝑘𝑑𝑛𝛼

)︀
,

(5) 𝐶𝑛 =

∫︁
Ω

exp
(︀
𝑖𝑘𝑑𝑛𝜙

)︀
𝐼(𝜙) 𝑑𝜙

где коэффициенты 𝐶𝑛 – комплексная амплитуда сигнала, приня-
того 𝑛-м элементом ЦАР.
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Несложно показать, что в этом случае решение 𝐼(𝛼) выра-
жается посредством коэффициентов 𝐶𝑛:

(6) 𝐼(𝛼) = 𝐴

𝑁∑︁
𝑛=−𝑁

exp
(︀
− 𝑖𝑘𝑑𝑛𝛼

)︀
𝐶𝑛 + 𝜓(𝛼),

где 𝜓(𝛼) — произвольная функция, ортогональная всем экспонен-
там из (6) на отрезке [−𝜆/𝑑;𝜆/𝑑]; 𝐴 – нормировочный коэффи-
циент.

Из (5) следует, что различия в значениях 𝐶𝑛 определяют-
ся только пространственным положением отдельных излучателей
ЦАР. Следовательно, проанализировав расположение достаточно
большого количества излучателей и значения соответствующего
им набора коэффициентов 𝐶𝑛, можно с определенной точностью
найти зависимость принимаемого сигнала от положения излуча-
теля в решетке, и прогнозировать значения сигнала, который бы
принимали излучатели за пределами истинной ЦАР. Далее, ис-
пользуя прогнозные значения 𝐶𝑚 для 𝑚 = ±(𝑁 + 1), . . . ,±𝑀
вместе с измеренными ранее значениями, получим ДН виртуаль-
ной ЦАР (4) с 2𝑀+1 излучателями. Ширина ДН при этом умень-
шается в 𝑀/𝑁 раз. Во столько же раз увеличиваются точность
угловых измерений и угловая разрешающая способность полу-
ченной виртуальной ЦАР.

В итоге полученное приближенное изображение объекта
представляется в виде:

(7) 𝐼(𝛼) ≈
𝑀∑︁

𝑛=−𝑀

𝐶𝑛 exp
(︀
− 𝑖𝑘𝑑𝑛𝛼

)︀
.

Таким образом, приближенное решение ИУ (2)–(4) сведе-
но к определению значений возможно большего количества ком-
плексных коэффициентов 𝐶𝑛 за пределами ЦАР.

При поиске значений коэффициентов 𝐶𝑛 для виртуальных
элементов ЦАР (т.е. за пределами реальной ЦАР) необходимо ис-
пользование методов прогнозирования.

Большинство статистических методов прогнозирования ос-
нованы на различных предположениях о типах зависимостей
и связях между параметрами. Некоторые из подобных методов
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прогнозирования с использованием статистической обработки
сигналов требуют значительных вычислительных и временных
ресурсов, что не позволяет использовать их в режиме реального
времени.

Зависимость значений 𝐶𝑛 (5) от расстояния до центра ЦАР
вне зависимости от типа источника представляет собой плавную
осциллирующую кривую. Известно, что подобные зависимости
хорошо описываются с помощью метода линейного предсказания
Берга с использованием рекурсивного алгоритма Левинсона [15].
В этом методе коэффициенты аппроксимации находятся при ми-
нимизации суммы двух функций квадратов невязок для «экстра-
поляции вперед» и «экстраполяции назад». Использование мето-
да Берга позволяет заметно увеличить размеры виртуальной ЦАР
по сравнению с исходной.

Известно однако, что наилучшие результаты при проведе-
нии экстраполяции, особенно сложных зависимостей, достига-
ются при использовании нейронных сетей [9]. Кроме того, важ-
ным преимуществом нейронных сетей является их способность
к активному дообучению на новых подтвержденных примерах
сигналов в процессе использования.

Нейронные сети могут быть интегрированы в контур управ-
ления движением объектов, в том числе и автономных, для опе-
ративного реагирования на изменяющуюся обстановку.

Принцип прогнозирования зависимостей на основе алгорит-
мов искусственных нейронных сетей (ИНС) широко применяется
в различных областях науки и техники в последние 20 лет. ИНС
часто используются в прикладных задачах распознавания обра-
зов, обработки текстовой информации и аудиосигналов, в при-
кладных задачах робототехники и управления [2,5,7,8,10,12,13].

Для поставленной задачи возможно использование полно-
связной ИНС прямого распространения, а также сверточной ИНС
[3,11]. Полносвязные ИНС прямого распространения применяют-
ся в задачах обработки одномерных зависимостей, ввиду просто-
ты архитектуры нейронной сети, высокой скорости работы и эф-
фективности использования вычислений. В рассматриваемом од-
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номерном случае по скорости работы полносвязные и сверточные
нейронные сети идентичны.

В представляемой работе было проведено сравнение каче-
ства экстраполяции методом Берга с классической реализацией
полносвязной нейронной сети прямого распространения.

Полносвязная нейросетевая модель прямого распростране-
ния является функцией, представляемой в виде
(8) 𝑦 = 𝑁𝑁(𝑥|𝑊 ),
где 𝑊 — вектор матриц параметров модели; 𝑥 ∈ R𝑓 – вход-
ной вектор значений сигнала или прецедента, для которого нуж-
но определить неизвестные в будущем целевые значения 𝑦;
𝑦 ∈ R𝑑 – вектор оценки целевых значений 𝑦. Нейронная сеть
отображает вектор входных данных 𝑥 в выходной вектор оценки
𝑦 посредством серии линейных преобразований с нелинейными
функциями активации.

Полносвязная нейросетевая модель состоит из соединенных
в скрытые слои линейные нейроны с нелинейной функцией акти-
вации. По мере прямого распространения информации от входов
к выходу к выходному вектору 𝑥 применяется последовательная
серия линейных преобразований с матрицами весов слоя и нели-
нейных преобразований на основе выбранных функций актива-
ции. Входные данные часто представляются в виде матрицы век-
торов 𝑋:
(9) 𝑋 =

(︀
𝑥<1>, 𝑥<2>, . . . , 𝑥<𝑠>

)︀
∈ R𝑠×𝑓 , 𝑥<𝑖> ∈ R𝑓 ,

𝑖 ∈ 1, 2, . . . , 𝑠. Здесь 𝑠 — количество примеров, 𝑓 – размер век-
тора значений каждого примера. Значения на выходе нейронной
сети представляются также в виде матрицы оценок 𝑌 ∈ R𝑠×𝑟,
где 𝑟 – размер одного вектора меток, соответствующий своему
входному вектору.

Каждый слой нейронной сети c 𝐿 слоями обладает матрицей
весов 𝑊 𝑙, 𝑙 ∈ 1, 2, . . . , 𝐿, взвешивающей выход из предыдущего
слоя или входа на каждом нейроне текущего слоя. Все матрицы
весов 𝑊 = (𝑊 1,𝑊 2, . . . ,𝑊𝐿) нейронной сети обладают различ-
ными размерами, зависящими от размера 𝑓 входных векторов,
требуемого размера 𝑟 выходных векторов и количества нейронов
в каждом из слоев нейронной сети.
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Веса 𝑊 нейронной сети настраиваются в процессе обучения
на тренировочной выборке примеров 𝑋𝑡𝑟𝑎𝑖𝑛 и эталонных меток
𝑌𝑡𝑟𝑎𝑖𝑛 таким образом, чтобы минимизировать выбранный функ-
ционал ошибки Loss(𝑌, 𝑌 ) на пространстве параметров нейрон-
ной сети. Вследствие чего ставится следующая задача оптимиза-
ции:
(10) Loss(𝑌,𝑁𝑁(𝑥|𝑊 )) → min

𝑊
.

Функционал ошибки между оценками 𝑌 (8) и метками 𝑌 вы-
бирается исходя из задачи и должен отражать качество решения
задачи нейронной сетью в виде числовой метрики.

Существует множество функционалов качества для различ-
ных задач, решаемых алгоритмами искусственного интеллекта
[4, 11]. Минимизация метрики качества (10) решения задачи (8)
производится на основе алгоритма из семейства методов гради-
ентного спуска с различными модификациями, в котором веса
𝑊 итеративно обновляются на основе тестовых прогонов работы
модели на тренировочной выборке 𝑋train [11] и минимизации по-
лученных ошибок между ответами модели (8) и метками 𝑌𝑡𝑟𝑎𝑖𝑛.
Качество итогового обучения принято проверять на тестовой от-
ложенной выборке схожих примеров 𝑋𝑡𝑒𝑠𝑡 в сравнении с эталон-
ными метками 𝑌𝑡𝑒𝑠𝑡.

Из недостатков выбранной архитектуры полносвязной ней-
ронной сети можно выделить необходимость выбирать и привя-
зываться к заранее обозначенным размерностям входных и вы-
ходных данных. В силу этого обстоятельства теряется гибкость
в применении конкретной реализации нейронной сети с обучен-
ными параметрами на задаче с новыми требованиями к апертуре
приемника и также ширине виртуальной системы, т.е. к горизон-
ту прогноза для задачи экстраполяции.

Из достоинств применения ИНС можно отметить, что благо-
даря оптимизации матрично-векторных умножений на современ-
ных вычислительных устройствах ИНС в задачах одномерной об-
работки сигналов могут работать в режиме реального времени на
центральных процессорах при использовании обученной ИНС.
За счет простоты архитектуры и параллельной обработки данных

59



Управление большими системами. Выпуск 106

возможно быстрое обучение на новых данных при новых значе-
ниях апертуры 𝐷 и 𝜆 по сравнению с остальными моделями и
архитектурами ИНС. Данные аспекты позволяют рассматривать
модели ИНС прямого распространения не только как мощный,
но и быстрый метод экстраполяции данных.

3. Численные результаты. Сравнение методов
экстраполяции

Численные эксперименты по достижению сверхразрешения
проводились на модели линейной ЦАР с числами элементов
2𝐾+1 и расстоянием 𝑑 = 0,7𝜆 между ними. Поставленная задача
экстраполяции заключалась в получении значений принятого сиг-
нала виртуальными излучателями по обе стороны от централь-
ного на значение, во много раз превышающее размер реальной
ЦАР.

На основе выборки с 𝑠 = 40 000 наборов значений коэф-
фициентов 𝐶𝑛, 𝑛 ∈ [−𝐾,𝐾], принятого сигнала для моделируе-
мой ЦАР и типовых распределений сигналов 𝐼(𝛼) коэффициен-
тов была обучена модель полносвязной нейронной сети прямого
распространения с тремя скрытыми слоями 𝐿 = 3 по 𝑃𝑙 = 500,
𝑙 = 1, 2, 3 нейронов в каждом. Выборка была сформирована на
основе генерации 𝐼(𝛼) в виде случайных пар целей в пределах
ширины ДН 𝜃0,5.

Обучение модели полносвязной нейронной сети прямого
распространения происходило на случайно сгенерированных вы-
борках с применением метода оптимизации Adam [16] со стан-
дартными гиперпараметрами 𝛽1 = 0,9 и 𝛽2 = 0,999, начальной
скоростью обучения 𝑙𝑟 = 0,001.

Метод Adam был выбран как самый надежный по скорости
и точности сходимости среди методов оптимизации [16]. Для оп-
тимизации параметров модели применялся пакетный метод опти-
мизации с размером пакета наборов 𝑏 = 400. В качестве мини-
мизируемого функционала задачи (10) выступала среднеквадра-
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тическая ошибка MSE:

(11) MSE(𝑌, 𝑌 ) =
1

2𝑏

𝑏∑︁
𝑣=1

‖𝑦<𝑣> − 𝑦<𝑣>‖2

где 𝑥<𝑣> ∈ 𝑋 – вектор примера тренировочной или тестовой
выборки; 𝑦<𝑣> ∈ 𝑌 – вектор меток; 𝑌 – оценки меток нейронной
сети на подвыборке 𝑋; ‖ · ‖2 — евклидова норма вектора.

Обучение до плато на кривой обучения по метрике (11) за-
няло ориентировочно 2000 эпох, в каждой из которых нейронная
сеть наблюдала заново случайно сгенерированную тренировоч-
ную выборку.

Для обученной модели нейронной сети были протестирова-
ны несколько сценариев использования. Первый сценарий – при
симметричных источниках излучения, т.е. источники имели оди-
наковые амплитуды сигналов и располагались на угловых рассто-
яниях 𝑡1 и −𝑡1 и относительно нормали к ЦАР.

По заданным значениям коэффициентов 𝐶𝑛, 𝑛 ∈ [−𝐾,𝐾],
реальной ЦАР проводилась экстраполяция значений принятого
сигнала на виртуальные излучатели 𝐶(𝑁𝑁)

𝑚 , 𝑚 ∈ [−𝑀,𝑀 ], с по-
мощью модели ИНС.

Ошибка экстраполяция измерялась в виде среднеквадратиче-
ской относительной ошибки:

(12) 𝛿 =

∑︀𝑁
𝑖=1(𝑦𝑖 − 𝑦𝑖)

2∑︀𝑁
𝑖=1 𝑦

2
𝑖

между оценкой значений 𝐶𝑛 по модели экстраполяции и идеаль-
ными значениями 𝐶𝑛 при 𝑛 ∈ [−𝑀,𝑀 ], 𝑀 ≫ 𝐾.

На рис. 1 и рис. 2 представлен результат работы модели при
расположении целей от начала координат на угловом расстоянии
𝛼1 = −𝛼2 = 0,1𝜃0,5 что в 5 раз превышает разрешающую спо-
собность ЦАР.

На рис. 1 показаны экстраполированные значения 𝐶𝑛 на ос-
нове нейронной сети для положительной полуоси при 𝑛 > 𝐾.
Здесь сплошная жирная кривая – результат работы нейросете-
вой модели, штриховая линия – значения 𝐶𝑛, которые были бы
у реальной ЦАР с таким же числом элементов. Качество экстра-
поляции следует признать хорошим.
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Рис. 1. Экстраполяция действительных частей 𝐶𝑛

На графике также показаны метрики отклонения экстрапо-
ляции от теоретически идеальной зависимости 𝐶𝑛 от положения
приемного устройства 𝑛. Метрика 𝑀𝑆𝐸 ≈ 0,1462, а относитель-
ная ошибка 𝛿 ≈ 0,0772, что является вполне приемлемым резуль-
татом конкретно для решения задачи экстраполяции.

Рис. 2. Принятый сигнал при сканировании виртуальной
системой

На рис. 2 изображен график распределения интенсивности
источников излучения 𝐼(𝛼) (тонкая сплошная линия) и значения
принятого ЦАР сигнала в угловом секторе 𝛼/𝜃0,5 ∈ Ω в единицах
ширины ДН. Сплошная жирная линия – результат работы ней-
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росети, верхняя штриховая кривая – сигнал, принятый реальной
ЦАР.

Две цели оказываются разрешены, критерий Рэлея превы-
шен в три раза. Расположение каждого из объектов найдено с вы-
сокой точностью.

Сравним результат работы нейронной сети с алгоритмом экс-
траполяции Берга [15]. Алгоритм Берга является методом экстра-
поляции данных основанный на задаче авторегрессии.

На рис. 3 и рис. 4 показаны результаты решения задачи экс-
траполяции двумя методами.

Рис. 3. Сравнение значений 𝐶𝑛 для двух методов

На рис. 3 изображен график экстраполяции значений 𝐶𝑛 при-
нятого сигнала в зависимости от номера приемного устройства на
основе нейронной сети для положительной полуоси при 𝑛 > 20
для двух близко расположенных целей. Сплошной жирной лини-
ей на графике показан результат нейросети; штриховой кривой –
значения, которые были бы у реальной ЦАР с таким же числом
элементов; штрихпунктирной линией отображены оценки 𝐶

(𝐵)
𝑛

по модели экстраполяции Берга.
На рис. 4 показана зависимость распределения интенсивно-

сти источников излучения 𝐼(𝛼) и значения принятого ЦАР сиг-
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нала 𝑈(𝛼) в секторе 𝛼 ∈ Ω в зависимости от угла сканирования
𝛼/𝜃0,5 в единицах ширины ДН. Оба алгоритма позволили разре-
шить два объекта. Нейросеть точно определила угловые положе-
ния каждого из объектов, амплитудные значения ложных источ-
ников оказались невелики, и ими можно пренебречь. Алгоритм
Берга определил угловые положения объектов с заметной ошиб-
кой. Кроме того, появилась ложная цель с амплитудным значени-
ем, вдвое превышающим амплитуды истинных целей.

Рис. 4. Принятый при сканировании сигнал виртуальной
системой при использовании экстраполяции Берга

и нейронной сети

Рассмотрим теперь максимально достигаемый уровень
сверхразрешения, обеспечиваемый рассматриваемыми методами
экстраполяции. Для этого последовательно будем увеличивать
число виртуальных приемных устройств 𝑛, и находить мини-
мальное угловое расстояние между двумя одинаковыми объек-
тами 𝜃𝑝, при котором они все еще будут различимы по критерию
Рэлея.

На рис. 5 приведена зависимость необходимого углового раз-
решения виртуальной ЦАР 𝜃𝑝 = 𝜃0,5 для раздельного наблюдения
объектов от числа 𝑛 виртуальных приёмных устройств. Сплош-
ной линией показаны значения 𝜃0,5 виртуальной системы на ос-
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нове экстраполяции нейронной сетью (NN), жирная штриховая
кривая – значения 𝜃0,5 для виртуальной системы, значения 𝐶𝑛

которой получены на основе метода экстраполяции Берга.

Рис. 5. Максимальная разрешающая способность в зависимости
от числа виртуальных приемников

Представленные на рис. 5 результаты показывают, что до-
бавление первых 30–50 виртуальных приёмников оказывает зна-
чительное влияние на повышение разрешения. Дальнейшее до-
бавление приёмных устройств оказывается не столь эффективно.
В сравнении с экстраполяцией нейронной сетью алгоритм Берга
показывает значительно худшие результаты.

Численные эксперименты показали, что максимально воз-
можное разрешение по Бергу превышает критерий Рэлея
в 2–3 раза. При предложенной нейросетевой экстраполяции мак-
симально полученное разрешение превышает критерий Рэлея
в 10 раз.

Таким образом, результаты экстраполяции сигнала на осно-
ве нейронной сети по всем параметрам значительно превосходят
результаты экстраполяции другими методами.
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4. Заключение

Обоснован и реализован на математической модели новый
метод решения обратных задач по достижению углового сверх-
разрешения. Поставлена и решена задача применения полносвяз-
ной нейронной сети прямого распространения в задаче экстра-
поляции. Достигаемая угловая разрешающая способность превы-
шает критерий Рэлея в 3–10 раз. Изображения восстанавливаются
с относительно небольшими ошибками в амплитудных значениях
и в угловых положениях объектов.

Предложенные алгоритмы в сравнении с известными отно-
сительно просты, что позволяет использовать их роботизирован-
ными системами в режиме реального времени. Включение пред-
ставленной нейронной сети в систему управления движением
объекта, особенно автономного, значительно повысит эффектив-
ность и качество управления на основе оперативного решения
задач определения положений и скоростей объектов, их распо-
знавания, прогнозирования поведения в условиях быстро изме-
няющейся обстановки.
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Abstract: The problem of increasing the efficiency of control of moving objects
using new algorithms that improve the quality of images obtained during the
survey of space is considered and solved. A significant improvement in quality
is based on the achievement of angular resolution, tens of times higher than
the Rayleigh criterion. Angular super-resolution provides separate observation of
several objects that are not resolved by direct observation, and the accompanying
increase in image clarity makes it possible to capture previously unnoticed details
of images of complex objects. On this basis, the probability of correct solutions
to recognition and identification problems increases. To provide angular super-
resolution, the problem of creating a neural network has been solved. For multi-
element receiving and transmitting measurement systems, an extrapolation method
for achieving angular super-resolution is proposed and justified. The basis of the
method is the extrapolation of the values of the complex amplitudes of the received
signal by individual elements of the receiving devices outside the measuring system.
Thus, a larger virtual system is created, for which its own Rayleigh criterion is
fulfilled. As a result, the effective angular resolution increases in proportion to
the increase in the size of the virtual system. Comparative results of mathematical
modeling of the neural network and other extrapolation methods are investigated
and presented, the limits of applicability of the method are determined.
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ФОРМИРОВАНИЕ ДОСТОВЕРНОЙ  
НАВИГАЦИОННОЙ ИНФОРМАЦИИ В ЗАДАЧАХ 
ОРИЕНТАЦИИ И НАВИГАЦИИ АВТОНОМНЫХ  

РОБОТОТЕХНИЧЕСКИХ УСТРОЙСТВ  
С ИСПОЛЬЗОВАНИЕМ ИНФРАСТРУКТУРЫ  

ИНТЕЛЛЕКТУАЛЬНОЙ ТРАНСПОРТНОЙ СРЕДЫ1 

Трефилов П. М.2, Романова М. А.3 

(ФГБУН Институт проблем управления  

им. В.А. Трапезникова РАН, Москва) 

В условиях развития интеллектуальной транспортной среды немаловажную 

роль влияет точное позиционирование автономных робототехнических 

устройств. Авторами представлен способ ориентации и навигации робото-

технических систем с возможным использованием инфраструктуры интеллек-

туальной транспортной среды. Алгоритм ориентации и навигации роботов 

в интеллектуальной транспортной среде описывает процесс сбора, обра-

ботки, фильтрации, интерполяции и экстраполяции данных для определения 

местоположения робота и планирования маршрута движения. Предложен 

способ формирования приоритетного режима работы бортового навигацион-

ного комплекса в условиях информационной избыточности навигационных па-

раметров. Способ представляет оптимизационную задачу выбора режима ра-

боты бортового навигационного комплекса, который на момент времени 

имеет наиболее точную оценку при учете внешних условий. Также затрагива-

ется понятие концепции достоверности результатов измерения. Выделены 

критерии достоверности измерительной информации для обеспечения эффек-

тивности принятия решений при управлении измерительными процессами. 

Описан подход к определению достоверности навигационно-измерительной ин-

формации на основе метода теории статистических решений предельных зна-

чений результатов измерений. Этот подход позволяет достаточно быстро 

анализировать, полученную измерительную информацию по статистическим 

показателям и оценивать степень достоверности результатов. 

Ключевые слова: интеллектуальная транспортная система, задачи нави-

гации и ориентации, достоверность, робототехнические системы. 
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1. Введение 

Тенденции развития отраслей экономики ориентированы 

на цифровизацию, изменение степени автономности и повыше-

ние интенсивности различных видов потоков, в том числе 

и транспортных. Развитие и интеллектуализация транспортной 

среды позволяет повысить эффективность управления трафиком, 

уровень безопасности и осведомленности о дорожной ситуации 

и другие аспекты транспортной инфраструктуры [11]. Ключевым 

компонентом инфраструктуры интеллектуальной транспортной 

среды (ИТС) является транспортное средство, которое характе-

ризуется степенью автономности. Одной из приоритетных задач 

ИТС является повышение степени автономности транспортных 

робототехнических средств. Значительный рост инвестиций и ак-

тивных исследований в данной сфере свидетельствует о высокой 

активности в развитии подобных технологий [7].  

Например, в работе [14] рассматривается оптимизационная 

задача систем управления транспортными потоками с интегриро-

ванной интеллектуальной транспортной системой, регулирую-

щей параметры транспортной сети и управления движением от-

дельных транспортных средств.  

В статье предложены методы управления сложной интеллек-

туальной транспортной системой в виде динамической перемен-

ной структуры с распределенными параметрами. В работе [30] 

предложен подход к решению поиска оптимального маршрута 

с помощью генетических алгоритмов. Предлагаемый авторами 

метод позволяет находить оптимальные маршруты в условиях 

ИТС. Однако в предложенных работах рассматривается оптими-

зационная задача построения траектория пути, а не ориентация 

и навигация робототехнических систем (РТС). 

В статье [17] авторы представили обзор существующих ал-

горитмов навигации и ориентации роботов в ИТС. Они обсудили 

различные методы и подходы, включая геопозиционирование, 

построение карт, планирование маршрута и обмен информацией 

с инфраструктурой ИТС. Авторы отметили, что эти алгоритмы 

имеют потенциал для применения в различных сферах, таких как 

логистика, службы доставки и автономные автомобили. 
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В другом исследовании [26] была представлена обзорная 

статья, посвященная алгоритмам и архитектуре сотрудничающих 

систем транспортного средства-инфраструктура (Vehicle-

Infrastructure Systems, VIS). Авторы рассмотрели различные ас-

пекты взаимодействия роботов с интеллектуальной транспорт-

ной средой, такие как обмен информацией с дорожной инфра-

структурой, взаимодействие с другими участниками дорожного 

движения и согласование движения. Они представили обзор су-

ществующих алгоритмов и подчеркнули важность разработки 

эффективных методов кооперации между роботами и инфра-

структурой ИТС. 

В работе [20] для решения задач ориентации и навигации 

предлагается использовать улучшенный метод k-ближайших со-

седей, отличающийся от традиционного непрерывного k-ближай-

шего соседа тем, что динамический объект на протяжении марш-

рута обращается только к точкам интереса в пространстве перед 

точкой запроса в соответствии с заданным направлением движе-

ния.  

В статье [24] предлагается подход для устранения искажения 

в облаках точек и позволяет повысить эффективности работы си-

стемы в реальном времени.  

Перечисленные выше работы предлагают новые возможно-

сти для повышения эффективности и безопасности роботизиро-

ванных систем в контексте интеллектуальной транспортной 

среды. Таким образом, направление исследований, связанное 

с алгоритмами ориентации и навигации роботов, требует поиска 

новых решений с активно развивающейся инфраструктурой 

ИТС. 

Существует еще одна область исследований и разработок, 

направленная на способы получения навигационной информа-

ции. Соответственно рассматриваются и обзорные исследования 

задач локализации и навигации автономных транспортных 

средств в ИТС, например, в работах [12, 20] авторы рассматри-

вают методы сенсорного объединения, применение БПЛА, сопо-

ставление карт и алгоритмы планирования маршрутов и управле-

ния движением. 
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Автономные робототехнические устройства в ИТС исполь-

зуют несколько способов получения навигационной информа-

ции, такие как: 

–  навигационная спутниковая система (использование си-

стем, таких как GPS, ГЛОНАСС, Галилео) [28]; 

–  картирование и локальные базы данных (использование 

картографических данных и локальных баз данных, которые 

включают в себя информацию о дорогах, знаках, светофорах 

и других объектах в городе) [13]; 

–  датчики и оборудование на борту (использование различ-

ных датчиков, так как лидары, радары и камеры, которые помо-

гают собирать информацию об окружающей среде и других 

участниках движения на дороге) [24, 27]; 

–  связь с инфраструктурой (взаимодействие с инфраструкту-

рой ИТС, такой как сети связи, сенсоры на дорогах и сигнализа-

ция для получения актуальной информации о дорожной обста-

новке) [13, 21]; 

–  системы искусственного интеллекта (использование алго-

ритмов искусственного интеллекта для анализа данных, собран-

ных от различных источников, и принятия решений на основе 

этой информации) [4, 15]. 

Задача в области ориентации и навигации робототехниче-

ских устройств в ИТС заключается в определении точного место-

положения РТС в пространстве. Определение местоположения 

необходимо и относительно других участников движения в ре-

альном времени. Ориентация и навигация беспилотных транс-

портных средств или других роботизированных устройств имеет 

решающее значение для успешного выполнения функциональ-

ных задач в условиях «Умной транспортной среды». Для дости-

жения высокой точности позиционирования роботов в ИТС при-

меняются различные алгоритмы, которые интегрируются в соот-

ветствующие аппаратные устройства. 

2. Способы ориентации и навигации в ИТС 

Для решения задач ориентации и навигации РТС в простран-

стве необходимо наличие бортового навигационного комплекса, 

оснащенного системами счисления пути. Самостоятельность 
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каждого из объектов системы ИТС позволит повысить надеж-

ность системы в целом, исключит возможность массовых сбоев. 

Одной из основных технологий, широко используемой для 

решения задач ориентации и навигации РТС или мобильных объ-

ектов, является глобальная система позиционирования или спут-

никовая навигационная система (СНС). СНС основана на сети 

спутников, которые передают сигналы с информацией о своих 

точных координатах и времени. Приемники СНС на РТС исполь-

зуют эти сигналы для расчета своего местоположения на основе 

трехмерной триангуляции. СНС обеспечивает высокую точность 

позиционирования, однако в городской среде могут возникать 

проблемы из-за перекрытия сигнала высокими зданиями или от-

ражения сигнала, что может приводить к снижению точности или 

полного выхода из строя систем позиционирования реального 

времени. 

Для устранения недостатков СНС и повышения точности по-

зиционирования в алгоритмах ориентации и навигации роботов 

широко применяются инерциальные навигационные системы 

(ИНС). ИНС состоит из акселерометров и гироскопов, которые 

измеряют ускорение и угловые скорости робота соответственно. 

С помощью интеграции этих измерений на основе математиче-

ских моделей движения робота можно определить его текущее 

местоположение и ориентацию. Однако в долгосрочной перспек-

тиве измерения ИНС подвержены ошибкам, которые могут 

накапливаться со временем, в результате чего возникает про-

блема с точностью позиционирования. 

Радиоидентификация – еще одна технология, используемая 

в алгоритмах ориентации и навигации РТС. Она основана на об-

мене радиосигналами между роботом и установленными на до-

роге радиомаяками. Радиомаяки передают свои уникальные 

идентификаторы, и робот может использовать эту информацию 

для определения своего местоположения. Радиоидентификация 

позволяет достичь высокой точности позиционирования, осо-

бенно в условиях, когда сигнал СНС ограничен или нестабилен, 

однако требует инфраструктуры и дополнительных устройств 

на дороге. 
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Активно развивается научный прогресс в области техниче-

ского зрения с внедрением алгоритмов позиционирования. С по-

мощью камер и алгоритмов технического зрения РТС могут ана-

лизировать окружающую среду, распознавать дорожные знаки, 

ориентироваться по маркировке дороги и определять свое место-

положение на основе этих данных. Техническое зрение позволяет 

роботам уточнять свою позицию и ориентацию в реальном вре-

мени, что способствует повышению точности навигации. 

Еще одна важная область исследования связана с использо-

ванием машинного обучения для улучшения алгоритмов навига-

ции и ориентации роботов в ИТС. В статье [23] авторы предста-

вили обзор существующих исследований, где методы машинного 

обучения были применены к задачам ИТС. Они обсудили приме-

нение нейронных сетей, генетических алгоритмов и других мето-

дов машинного обучения для улучшения ориентации, планирова-

ния маршрута и прогнозирования трафика. Авторы подчеркнули, 

что машинное обучение является мощным инструментом, кото-

рый может значительно улучшить производительность и эффек-

тивность роботизированных систем в ИТС. 

Авторами в работе [16] проведено исследование и анализ ис-

пользования робототехнических сетей датчиков в интеллектуаль-

ных транспортных системах. Они обсуждают различные типы 

датчиков, такие как видеокамеры, радары и лидары, и исследуют 

их применение в задачах обнаружения препятствий, распознава-

ния дорожных знаков и анализа трафика. 

Однако в ИТС возможно не только бортовое позициониро-

вание, но и внешнее. Например, в работах [19, 22] рассматрива-

ется возможность позиционирования транспортных средств с по-

мощью дорожных камер.  

Интеграция различных технологий в алгоритмах ориентации 

и навигации роботов позволяет достичь высокой точности опре-

деления местоположения и эффективно следовать заданному 

маршруту в городской среде. Рассмотренные технологии обла-

дают своими преимуществами и ограничениями, поэтому объ-

единение измерительной информации имеет решающую роль 

в задачах ориентации и навигации.  
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3. Подход к решению задач ориентации и навигации 
РТС в ИТС 

Один из ключевых аспектов ИТС заключается в эффектив-

ной интеграции алгоритма навигации с интеллектуальной инфра-

структурой. Для этого робототехническое устройство должно 

быть способным получать данные и обмениваться информацией 

с другими участниками дорожного движения и сетью интеллек-

туальной транспортной системы. Это может включать обмен дан-

ными с дорожными знаками, светофорами, радиомаяками или 

другими автомобилями в режиме реального времени. 

Интеллектуальная транспортная среда может быть динамич-

ной и изменчивой, что влияет на движение РТС. Различные фак-

торы, такие как плотность движения, пробки, возникновение но-

вых препятствий или изменение траектории других транспорт-

ных средств, могут повлиять на оптимальный план движения ро-

бота. Поэтому алгоритм навигации должен быть способен адап-

тироваться к динамическим изменениям среды, чтобы эффек-

тивно планировать новый маршрут или корректировать текущий. 

Абоненты в ИТС часто оснащены не только бортовой систе-

мой счисления пути, но и различными сенсорами, такими как ли-

дары, радары, камеры и инфракрасные датчики. Данные с этих 

сенсоров используются для восприятия окружающей среды, об-

наружения препятствий, определения местоположения других 

транспортных средств и дорожной инфраструктуры. Алгоритм 

навигации должен быть способен обрабатывать и объединять 

данные с различных сенсоров для получения более полной и точ-

ной картины окружающей среды. 

Одной из основных целей алгоритма навигации в ИТС явля-

ется обеспечение безопасного движения робота и предотвраще-

ние аварий. При планировании маршрута и принятии решений, 

алгоритм должен учитывать правила дорожного движения, пре-

дупреждать об опасных ситуациях и принимать преосторожные 

меры для минимизации рисков. В городской среде роботы могут 

сталкиваться с множеством плоскостей и уровней, таких как до-

роги, подземные переходы, мосты и туннели. Алгоритм навига-
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ции должен быть способен планировать маршруты с учетом мно-

гоплановости и оптимально перемещаться по различным уров-

ням окружающей среды. 

3.1. МОДЕЛЬ ОШИБОК РТС В ЗАДАЧЕ ОРИЕНТАЦИИ 

И НАВИГАЦИИ  

В рамках решения задачи в общем виде необходимо учиты-

вать, что алгоритм ориентации и навигации должен быть спосо-

бен масштабироваться для работы с различными типами роботов 

и в разных городских средах. Он должен быть гибким и легко 

настраиваемым для адаптации к разнообразным сценариям 

и условиям. 

Для интеграции ИТС в алгоритмы ориентации и навигации 

транспортных средств рассмотрим классическое решение задачи 

ориентации и навигации. Так, каждый абонент ИТС оборудован 

бортовым навигационным комплексом (БНК). БНК состоит 

из системы счисления пути, основанной на инерциальных изме-

рительных системах, в подавляющем большинстве работающим 

по принципам бесплатформенных инерциальных навигационных 

систем, и систем коррекции, допустим, на спутниковой навига-

ционной системе. Для решения задач локальной ориентации и ре-

ализации системы предотвращения столкновений БНК может 

быть оборудован другими измерительными устройствами, та-

кими, как лидар, радар и др. В дальнейшем системы коррекции 

будут представлены в общем виде, так как описать математиче-

ские модели всех систем коррекции не предоставляется возмож-

ным. Все эти измерительные комплексы формируют обратную 

связь с ИНС для выработки управляющего сигнала.  

Для решения задач ориентации и навигации необходимо 

представить модель ошибок инерциальной системы счисления. 

Смещение нуля в показаниях инерциальных датчиков является 

основной причиной, вызывающей погрешность ИНС. В показа-

ниях датчиков угловой скорости (ДУС) и акселерометров присут-

ствуют составляющие, обусловленные смещением нулевых сиг-

налов датчиков [3] Пусть 

(1) ∆𝑋 =
1

2
𝑏𝑎𝑡

2, 

(2) ∆𝜑 = 𝑏𝜔𝑡; 
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где 𝑏𝑎, 𝑏𝜔 − смещение нуля акселерометра и ДУС по соответ-

ствующей оси; 𝑡 − время работы ИНС; ∆𝑋 −погрешность в опре-

делении линейного движения носителя ИНС; ∆𝜑 −погрешность 

в определении углового движения носителя ИНС. 

В измерениях ИНС присутствуют ошибки масштабных ко-

эффициентов, которые имеют такой же характер, как и ошибка, 

вызванная смещением нуля, и представлены в виде 

(3) ∆𝑋 =
1

2
𝑆𝑎𝑎𝑡

2, 

(4) ∆𝜑 = 𝑆𝜔𝜔𝑡. 
где 𝑆𝑎, 𝑆𝜔 − масштабный коэффициент акселерометра и ДУС;  

𝑡 − время работы ИНС; 𝑎 − значение ускорения носителя ИНС 

по соответствующей оси;  𝜔 − значение угловой скорости носи-

теля ИНС по соответствующей оси; ∆𝑋 −погрешность в опреде-

лении линейного движения носителя ИНС; ∆𝜑 −погрешность 

в определении углового движения носителя ИНС. 

В измерениях присутствуют погрешности измерений уско-

рений и угловых скоростей, которые можно представить в виде: 

(5) 𝐴измеренное = 𝐴ист + 𝐴смещение0 + 𝑉аксел.𝘸аксел.. 

где 𝐴измеренное  − вектор измеренных проекций ускорения в свя-

занной системе координат (3  1); 𝐴истинное − вектор истинных 

проекций ускорения в связанной системе координат (3  1); 

𝐴смещение0 − вектор смещения нулевого сигнала в показаниях ак-

селерометров в связанной системе координат (3  1); 𝘸аксел. − 

вектор формирующих белых шумов (3  1) с нулевым математи-

ческим ожиданием и единичной матрицей интенсивности; 

𝘸аксел. = (𝘸𝛿𝑎𝑋𝘸𝛿𝑎𝑌𝘸𝛿𝑎𝑍  )
T

; 𝑉аксел. − матрица коэффициентов 

шумов (3  1); 𝑉аксел. = (

𝜎𝛿𝑎𝑋 0 0

0 𝜎𝛿𝑎𝑌 0

0 0 𝜎𝛿𝑎𝑍

) ; 𝜎𝛿𝑎𝑋 , 𝜎𝛿𝑎𝑌 , 𝜎𝛿𝑎𝑍 − 

СКО шумовых ошибок акселерометров, м / сек2. 

В матричной форме модель ошибок ИНС запишется как [2] 

(6) 
𝑑𝛿𝑋ИНС

𝑑𝑡
= 𝐹ИНС𝛿𝑋ИНС + 𝐺𝑉ИНС𝘸ИНС, 
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где 𝛿𝑋ИНС – вектор состояния модели ошибок ИНС (15  1); 

𝛿𝑋ИНС =

(

 
 

𝛿𝑁𝑜𝑟𝑡ℎ 𝛿𝐻𝑒𝑖𝑔ℎ𝑡 𝛿𝐸𝑎𝑠𝑡
 𝛿𝑉𝑁𝑜𝑟𝑡ℎ 𝛿𝑉𝐻𝑒𝑖𝑔ℎ𝑡  𝛿𝑉𝐸𝑎𝑠𝑡
 𝛿𝑅𝑜𝑙𝑙 𝛿𝑌𝑎𝑤 𝛿𝑃𝑖𝑡𝑐ℎ
𝛿𝐴𝑐𝑐0𝑋 𝛿𝐴𝑐𝑐0𝑌 𝛿𝐴𝑐𝑐0𝑍

𝛿𝐺𝑦𝑟𝑜0𝑋 𝛿𝐺𝑦𝑟𝑜0𝑌 𝛿𝐺𝑦𝑟𝑜0𝑍)

 
 

T

; 𝛿𝑁𝑜𝑟𝑡ℎ – ошибка опре-

деления северной координаты местоположения, м;  

𝛿𝐻𝑒𝑖𝑔ℎ𝑡 –ошибка определения высоты местоположения м; 

𝛿𝐸𝑎𝑠𝑡 − ошибка определения восточной координаты местополо-

жения, м; 𝛿𝑉𝑁𝑜𝑟𝑡ℎ – ошибка определения северной проекции ско-

рости, м/сек; 𝛿𝑉𝐻𝑒𝑖𝑔ℎ𝑡 – ошибка определения вертикальной про-

екции скорости, м/сек; 𝛿𝑉𝐸𝑎𝑠𝑡 – ошибка определения восточной 

проекции скорости, м/сек; 𝛿𝑅𝑜𝑙𝑙 – ошибка определения угла 

крена, рад; 𝛿𝑌𝑎𝑤 – ошибка определения угла курса, рад;  

𝛿𝑃𝑖𝑡𝑐ℎ – ошибка определения угла тангажа, рад; 𝛿𝐴𝑐𝑐0𝑋 – смеще-

ние нулевого сигнала акселерометра по оси 𝑂𝑋 связанной си-

стемы координат, м/сек2; 𝛿𝐴𝑐𝑐0𝑌 – смещение нулевого сигнала 

акселерометра по оси 𝑂𝑌 связанной системы координат, м/сек2; 

𝛿𝐴𝑐𝑐0𝑍 – смещение нулевого сигнала акселерометра по оси 𝑂𝑍 

связанной системы координат, м/сек2; 𝛿𝐺𝑦𝑟𝑜0𝑋 – смещение ну-

левого сигнала ДУС по оси 𝑂𝑋 связанной системы координат, 

рад/сек; 𝛿𝐺𝑦𝑟𝑜0𝑌 – смещение нулевого сигнала ДУС по оси 𝑂𝑌 

связанной системы координат, рад/сек; 𝛿𝐺𝑦𝑟𝑜0𝑍 – смещение ну-

левого сигнала ДУС по оси 𝑂𝑍 связанной системы координат, 

рад/сек. 𝐹ИНС – переходная матрица системы (15  15); 

𝐹ИНС =

(

 
 

03𝑥3 𝐹ИНС1 03𝑥3 03𝑥3 03𝑥3
03𝑥3 𝐹ИНС2 03𝑥3 𝐹ИНС3 03𝑥3
03𝑥3
03𝑥3
03𝑥3

03𝑥3
03𝑥3
03𝑥3

03𝑥3
03𝑥3
03𝑥3

03𝑥3
03𝑥3
03𝑥3

𝐹ИНС4
03𝑥3
03𝑥3 )

 
 
; 

𝐹ИНС1 = (
1 0 0
0 1 0
0 0 1

) ; 
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𝐹ИНС2= 

=

(

 
 
 
 

−
𝛿𝑉𝐻𝑒𝑖𝑔ℎ𝑡

𝑅1
−
𝛿𝑉𝑁𝑜𝑟𝑡ℎ
𝑅1

−
𝛿𝑉𝐸𝑎𝑠𝑡𝑡𝑔(𝜑)

𝑅2
− 2𝑢𝑠𝑖𝑛(𝜑)

−
𝛿𝑉𝑁𝑜𝑟𝑡ℎ𝑡𝑔(𝜑)

𝑅2
0

𝛿𝑉𝐸𝑎𝑠𝑡
𝑅2

− 2𝑢𝑐𝑜𝑠(𝜑)

𝛿𝑉𝐸𝑎𝑠𝑡𝑡𝑔(𝜑)

𝑅2
+ 2𝑢𝑠𝑖𝑛(𝜑) 2𝑢𝑐𝑜𝑠(𝜑)

𝛿𝑉𝑁𝑜𝑟𝑡ℎ
𝑅2

−
𝛿𝑉𝐻𝑒𝑖𝑔ℎ𝑡

𝑅1 )

 
 
 
 

; 

𝐹ИНС3 = 𝐶; 
𝐹ИНС4 = 𝐶; 

𝐶 – матрица перехода от связанной системы координат к геогра-

фическому сопровождающему трехграннику; 𝑅1 − радиус кри-

визны меридионального сечения земного эллипсоида: 

(7) 𝑅1 = 𝑎(1 − 𝑒
2)(1 − 𝑒2𝑠𝑖𝑛2𝜑 )−3/2, 

𝑅2 − радиус кривизны экваториального сечения земного эллип-

соида: 

(8) 𝑅2 = 𝑎(1 − 𝑒2𝑠𝑖𝑛2𝜑 )−1/2, 

где 𝑎 − большая полуось земного эллипсоида (радиус земного эк-

ватора), 𝑎 = 6378245 м; 𝑏 − малая полуось земного эллипсоида, 

𝑏 = 6356863 м; 𝑒2 − квадрат эксцентриситета земного эллипсо-

ида, 𝑒2 = 0,0066934216; 𝜑 − широта местоположения, рад;  

𝑢 – угловая скорость вращения Земли, 𝑢 – скорость вращения 

земли, 𝑢 = 7.2922115*10−5 рад/сек; 𝑑𝑡 – время дискретизации ра-

боты ИНС, сек; 𝘸ИНС − вектор формирующих белых шумов 

(6  1) с нулевым математическим ожиданием и единичной мат-

рицей интенсивности:  

𝘸ИНС = ( 𝘸𝛿𝑎𝑋𝘸𝛿𝑎𝑌𝘸𝛿𝑎𝑍  𝘸𝛿𝜔𝑋𝘸𝛿𝜔𝑌𝘸𝛿𝜔𝑍)
T

; 

𝑉ИНС − матрица коэффициентов шумов (6  6); 

𝑉ИНС = (
𝑉ИНС1 03𝑥3
03𝑥3 𝑉ИНС2

) ; 

𝑉ИНС1 = (

𝜎𝛿𝑎𝑋 0 0

0 𝜎𝛿𝑎𝑌 0

0 0 𝜎𝛿𝑎𝑍

) ; 

𝑉ИНС2 = (

𝜎𝛿𝜔𝑋 0 0

0 𝜎𝛿𝜔𝑌 0

0 0 𝜎𝛿𝜔𝑍

) ; 

𝐺 − матрица шумов системы (15  6): 
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𝐺 = (
03𝑥3 06𝑥3
𝐶
09𝑥3

𝐶
06𝑥3

). 

3.2. СПОСОБ КОМЛЕКСИРОВАНИЯ НАВИГАЦИОННЫХ  

ПАРАМЕТРОВ 

 Одним из методов оценки неопределенности входных пара-

метров в системе интегрального контроля навигационного ком-

плекса является использование перестраиваемого алгоритма ком-

плексной обработки информации, получаемой от (ИНС) и систем 

коррекции, алгоритмы обработки которых основаны о на фильтре 

Калмана (ФК) [6]. ФК реализован в слабосвязанной схеме ком-

плексирования. В данном контексте рассматривается только ли-

нейный компонент модели погрешностей подсистем и сенсоров. 

В этом случае уравнения динамики системы и уравнения измере-

ний во временной области могут быть представлены в виде соот-

ветствующих математических выражений: 

(9) {
𝑋̅̇(𝑡) = 𝐹(𝑡) ∙ 𝑋̅(𝑡) + 𝐵(𝑡) ∙ 𝑈̅(𝑡) + 𝐺(𝑡) ∙ 𝑊̅(𝑡),

𝑍̅(𝑡) = 𝐻(𝑡) ∙ 𝑋̅(𝑡) + 𝑉̅(𝑡);
 

где 𝑋̅(𝑡) – вектор состояния, определяемый принятой моделью 

ошибок системы; 𝐹(𝑡) – матрица, описывающая динамические 

свойства системы; 𝐵(𝑡) – матрица управления; 𝑈̅(𝑡) – вектор 

управляющих сигналов; 𝐺(𝑡) – матрица, описывающая шумы си-

стемы; 𝑊̅(𝑡) – вектор шумов системы; 𝑍̅(𝑡) – вектор измерений; 

𝐻(𝑡) – матрица связи вектора состояния и вектора измерений; 

𝑉̅(𝑡) – вектор шумов измерений. 

При этом на статистические характеристики шумов системы, 

шумов измерений и начальное значение вектора состояния накла-

дываются следующие ограничения: 

1.  𝑊̅(𝑡), 𝑉̅(𝑡) – случайный процесс, распределенный по 

Гауссу и имеющий характеристики белого шума, не имеет сме-

щения и имеет известные ковариационные матрицы. 

2.  Шумы системы, измерения и начальное состояние вектора 

состояния независимы друг от друга: 

𝑀[𝑉̅(𝑡), 𝑊̅(𝑡)T] = 0; 𝑀[𝑋̅(𝑡0), 𝑊̅(𝑡)
T] = 0; 𝑀[𝑋̅(𝑡0), 𝑉̅(𝑡)

T] = 0. 

 Вводится начальное значение 𝑀[𝑋̅(𝑡0)] = 𝑚̅𝑋 и 

M[(𝑋̅(𝑡0) − 𝑚̅𝑋), (𝑋̅(𝑡0)−𝑚̅𝑋)
T] = 𝑃0. 
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При условии выполнения наложенных ограничений ФК 

строит оптимальную оценку вектора состояния на основе мини-

мизации квадратичного критерия: 

𝐽 = 𝑀 [(𝑋̅(𝑡) − 𝑋̂(𝑡)) , (𝑋̅(𝑡) − 𝑋̂(𝑡))
T
] = 

= 𝑀 [𝑇𝑟 {(𝑒̅(𝑡)), (𝑒̅(𝑡))
T
}] = 𝑇𝑟(𝑃(𝑡)) = ∑ 𝜎𝑖,𝑖

2𝑛
𝑖=1 ,  

где 𝑛 = 𝑑𝑖𝑚(𝑋̅), 𝜎𝑖,𝑖 – СКО соответствующего элемента вектора 

ошибок оценок 𝑒̅(𝑡). 
Алгоритм оценки навигационных параметров формирует 

в оптимальном режиме несмещенную оценку: 

𝑀[𝑋̅(𝑡)] = 𝑀[𝑋̂(𝑡)] или 𝑀[𝑒̅(𝑡)] = 0  

При переходе к дискретному виду линейный алгоритм 

оценки навигационных параметров представляется в виде 

(10)

{
 
 

 
 𝑋̂𝑘 = Ф𝑘/𝑘−1𝑋̂𝑘−1 + 𝐵𝑘

𝑘
−1
𝑈̅𝑘−1 + 𝐾𝑘 (𝑍̅𝑘 − 𝐻𝑘Ф𝑘

𝑘
−1
𝑋̂𝑘−1)  

𝐾𝑘 = 𝑆𝑘𝐻𝑘
T(𝐻𝑘𝑆𝑘𝐻𝑘

T+𝑅𝑘−1)
−1

𝑆𝑘 = Ф𝑘/𝑘−1𝑃𝑘−1Ф𝑘/𝑘−1
T + 𝛤𝑘/𝑘−1𝑄𝑘−1𝛤𝑘/𝑘−1

T

𝑃𝑘 = (𝐸 − 𝐾𝑘𝐻𝑘)𝑆𝑘

, 

где 𝑋̂𝑘 − оценка вектора состояния системы на шаге 𝑘, размер 

[𝑛 𝑥 1]; 𝑋̂𝑘−1 − оценка вектора состояния на шаге 𝑘 − 1; 𝑋̂𝑘|𝑘−1 − 

прогноз вектора состояния системы на шаге 𝑘 по оценке состоя-

ния с учетом предыдущего шага 𝑘 − 1; 𝑃𝑘 − скорректированное 

значение апостериорной ковариационной матрицы на шаге 𝑘, 

размер [𝑛 𝑥 𝑛]; 𝑃𝑘−1 − скорректированное значение апостериор-

ной ковариационной матрицы на шаге 𝑘 − 1; 𝑃𝑘|𝑘−1 − прогнозное 

значение апостериорной ковариационной матрицы; Ф𝑘,𝑘−1 − 

матрица динамика системы, размер [𝑛 𝑥 𝑛]; 𝐺𝑘−1 − матрица шу-

мов системы, размер [𝑛 𝑥 𝑙]; 𝑄𝑘−1 − ковариационная матрица шу-

мов системы, размер [𝑙 𝑥 𝑙]; 𝐾𝑘 − матрица коэффициентов усиле-

ния Калмана, размер [𝑛 𝑥 𝑟]; 𝐻𝑘 − матрица измерений, размер 

[𝑟 𝑥 𝑛]; 𝑅𝑘 − ковариационная матрица измерений, размер [𝑟 𝑥 𝑟]; 
𝑌𝑘 − вектор измерений, размер [𝑟 𝑥 1]; 𝐼 − единичная матрица, 

размер [𝑛 𝑥 𝑛]; 𝑘 – текущая итерация работы фильтра Калмана. 

Фильтр Калмана является одним из наиболее распространенных 
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методов оценки состояния динамической системы. Он использу-

ется для оценки состояния системы по имеющимся измерениям с 

учетом ошибок измерения и шума в системе. Фильтр Калмана ра-

ботает в дискретном режиме, то есть данные собираются и обра-

батываются через определенные интервалы времени. 

 При использовании фильтра Калмана для оценки параметров 

БНК необходимо учитывать, что функция оценки, функция про-

гноза и функция управления могут быть выполнены с разной ча-

стотой. Это связано с тем, что процесс оценки параметров может 

быть медленным и требовать более частого обновления, в то 

время как управление параметрами может требовать меньше об-

новлений. 

 Кроме того, при формировании дискретного оценивания 

фильтра Калмана следует учитывать наличие или отсутствие об-

ратной связи по элементам оценки вектора состояния 𝑋̂𝑘−1. Если 

обратная связь есть, то это может повлиять на матрицу управле-

ния 𝐵𝐸𝑋𝑇𝑅𝑘/𝑘−1,  𝐵
𝐸𝑆𝑇

𝑘/𝑘−1, 𝐵
𝐶𝑂𝑁𝑇𝑅

𝑘/𝑘−1 и вектор управления 

𝑈̅𝐸𝑋𝑇𝑅𝑘−1,  𝑈̅
𝐸𝑆𝑇

𝑘−1,  𝑈̅
𝐶𝑂𝑁𝑇𝑅

𝑘−1, которые определяют, как дан-

ные используются для обновления оценки состояния. 

 В целом при использовании фильтра Калмана для оценки па-

раметров БНК важно учитывать частоту обновления данных, 

наличие обратной связи и текущий режим работы фильтра. Это 

позволит повысить точность оценок и улучшить управление па-

раметрами БНК. 

3.3. ФОРМИРОВАНИЕ ПРИОРИТЕНОГО РЕЖИМА РАБОТЫ 

АЛГОРИТМА ОРИЕНТАЦИИ И НАВИГАЦИИ В РТС 

Наличие информационной избыточности в БНК формирует 

различные режимы работы для проведения оценки текущего век-

тора состояния навигационной системы. Однако выбор режима 

работы бортового навигационного комплекса необходимо прово-

дить в зависимости от внешних условий, что позволит системе 

более эффективно использовать доступные измерения и умень-

шить влияние шумов и погрешностей от менее точных или неста-

бильных измерителей в конкретный момент времени при кон-

кретных параметрах окружающей среды. Это в том числе позво-
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лит системе ориентации и навигации адаптироваться к изменяю-

щимся условиям и ограничениям, выбирая наиболее подходящие 

измерители и методы обработки информации в каждый конкрет-

ный момент времени. 

Применение разных режимов работы с учетом разных изме-

рителей и их характеристик является активно исследуемой обла-

стью в навигационных системах и автономном вождении. Так, 

в качестве корректирующих устройств могут выступать системы 

видеонаблюдения, радиомаяки и другие устройства, позволяю-

щие осуществлять внедрение ТС в интеллектуальную транспорт-

ную среду.  

Для решения задачи в общем виде представим множество 

возможных режимов работы бортового навигационного ком-

плекса в виде 𝑀 =  {𝑚1,𝑚2, . . . , 𝑚𝑘}, где каждый режим 𝑚𝑗 соот-

ветствует определенной комбинации измерителей и/или парамет-

ров фильтра Калмана. Для выбора 𝑚𝑗 в БНК имеется внешняя ин-

формация или измерения, которые позволяют определить, какой 

режим является наиболее подходящим в данной ситуации. Обо-

значим это как r, где r принимает значения из множества M, ука-

зывая выбранный режим работы. 

Таким образом, необходимо выбрать режим работы, учиты-

вая внешние условия и текущую цель движения системы. Это 

можно представить в виде задачи оптимизации с целью миними-

зации ошибок или максимизации точности оценок состояния: 

(11) 𝑟𝑜𝑝𝑡 = 𝑎𝑟𝑔𝑚𝑖𝑛  𝐽(𝑟) =  𝑎𝑟𝑔𝑚𝑎𝑥 𝐽(𝑟), 

где 𝑟𝑜𝑝𝑡 – оптимальный выбранный режим работы; 𝐽(𝑟) – целевая 

функция, которая оценивает качественные показатели вектора 

состояния для каждого режима работы. 

Целевая функция 𝐽(𝑟)может быть определена на основе раз-

личных критериев, таких как среднеквадратичная ошибка 

оценки, степень доверия, или любые другие показатели, отража-

ющие требования и внешние условия конкретной навигационной 

системы. Это может быть сформулировано как задача оптимиза-

ции для минимизации ошибок оценки состояния или максимиза-

ции точности оценок состояния. 
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В оптимизационной задаче также могут учитываться дина-

мика переключения между режимами работы БНК и возможные 

изменения внешних возмущений. 

Апостериорная оценка состояния примет вид 

(12) 𝑥ℎ𝑎𝑡 = 𝐸(𝑥|𝑧, 𝑟), 
где 𝑥ℎ𝑎𝑡 – апостериорная оценка состояния системы, учитываю-

щая выбранный режим работы БНК и наблюдения (измеритель-

ная информация, полученная от внутренних и внешних датчиков 

и систем). 

Сформулированная математическая постановка задачи поз-

воляет рассматривать алгоритм навигации роботов в контексте 

интеллектуальной транспортной среды с учетом особенностей 

среды и обеспечивать высокую точность геопозиционирования 

и безопасную навигацию.  

4. Подход к определению достоверности 
навигационной информации на основе теории 
статистических решений 

4.1. ПОНЯТИЕ ДОСТОВЕРНОЙ НАВИГАЦИОННО- 

ИЗМЕРИТЕЛЬНОЙ ИНФОРМАЦИИ 

В метрологических регламентирующих документах часто 

встречается понятие «достоверность измерений», хотя понятие 

данного термина не приведено в нормативно-технических доку-

ментах. Согласно Федеральному закону №102 «Об обеспечении 

единства измерений» [18], акцентируется достоверность измере-

ний, чтобы защитить интересы граждан, общества и государства. 

Также подчеркивается, что обеспечение достоверности измере-

ний требует соблюдения определенных стандартов, методик, 

и поверки средств измерений. 

Для признания результатов измерений достоверными необ-

ходимы объективные данные, которые подтверждают коррект-

ность этих результатов [25]. Обеспечение достоверности измере-

ний является ключевой задачей в метрологии, и для ее достиже-

ния необходимо тщательно придерживаться методологии и стан-

дартов. Согласно этим выводам, достоверность измерений может 

иметь разные критерии, которые требуется определять и оцени-
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вать через соответствующие методики. Так, в работе [25] авто-

рами исследовано определение достоверности интеллектуальной 

навигационной системе и создана технология поиска метриче-

ского индекса достоверности. Для общего случая можно выде-

лить следующие критерии достоверности результатов измере-

ний [9]: 

–  доверительная вероятность, 

–  уровень значимости, 

–  доверительные коэффициенты. 

Для определения навигационных параметров применяют 

разнообразные технические датчики и средства, которые харак-

теризуются определенной точностью и вероятностными характе-

ристиками своей работы. Качество функционирования любой си-

стемы измерения, контроля или управления зависит от достовер-

ности данных, поступающих от измерительных систем на ее 

вход [9]. Таким образом, для эффективной работы системы 

управления и контроля важно обеспечить высокую достовер-

ность входных данных, источником которых являются датчики 

измерения и управления.  

Датчики часто предоставляют недостоверные данные, что 

требует применения дополнительных технических мер, увеличи-

вающих сложность и стоимость системы. Однако даже такие 

меры не гарантируют высокую достоверность данных, ведь каж-

дый датчик может иметь ограниченную точность и вероятност-

ные характеристики, включая вероятность правильного обнару-

жения, вероятность ложного срабатывания и вероятность необна-

ружения. Повышение точности оценки этих вероятностей обес-

печивается большим объемом статистических данных. При этом 

увеличения достоверности входных данных можно успешно до-

стичь, применяя методы, основанные на теории статистических 

решений [5]. 

4.2. ОПИСАНИЕ ПОДХОДА ПРЕДЕЛЬНЫХ ЗНАЧЕНИЙ  

В данной работе для определения достоверности навигаци-

онной информации предлагается наиболее простой и распростра-

нённый подход, основанный на статистическом методе предель-
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ных значений установок. Согласно теории вероятности и стати-

стики, результат измерения попадает в определенный интервал 

с вероятностью определяемой формулой [8, 10] 

(13) Ρ(α ≤ X ≤ β) = F(β) – F(α), 

где α и β – нижняя и верхняя границы допустимых значений па-

раметров измерительной системы при критических режимах ра-

боты.  

Измеренная величина X варьируется вследствие статистиче-

ского разброса относительно своего математического ожидания. 

Для многих процессов и измеренных величин эту вариабельность 

можно описать с использованием нормального распределения.  

Обозначим условия для поиска границ достоверных значе-

ний величин навигационной информации  

1)  пусть значение погрешности результата измерения X нахо-

дится в пределах ℰ𝑖 ≤ 𝜀𝑖
𝑚𝑎𝑥, i = 1, …, m, где 𝜀𝑖

𝑚𝑎𝑥 – некоторое 

ограниченное положительное число, зависящее от точности из-

мерительного устройства; 

2)  если |𝜀𝑖
′| < |𝜀𝑖

′′| случайной величины ℰ𝑖, тогда справедливо 

неравенство 𝑝𝑖(|𝜀𝑖
′|) > 𝑝𝑖(|𝜀𝑖

′′|), где 𝑝𝑖(|𝜀𝑖|) – плотность распре-

деления вероятности случайной величины ℰ𝑖, i = 1, …, m; 

3)  𝑀{𝜀𝑖} = ∫ 𝜀𝑖
𝜀𝑖
𝑚𝑎𝑥

−𝜀𝑖
𝑚𝑎𝑥 𝑝𝑖(𝜀𝑖)𝑑𝜀𝑖 = 0, где 𝑀{𝜀𝑖} – математиче-

ское ожидание; 

4)  распределение погрешности  ∫ 𝑝𝑖(𝜀𝑖)𝑑𝜀𝑖
𝜀𝑖
𝑚𝑎𝑥

−𝜀𝑖
𝑚𝑎𝑥 = 1, 0; 

5)  оценка величины X неизвестного значения χ (истинного 

значения): 𝑥𝑚 = argmin{𝐷{𝑥𝑚}} =  argmin{𝑀{(𝑥𝑚 − 𝜒)
2}}. Дан-

ное условие свидетельствует о том, что измеренные значения 

наиболее тесно группируются около значения χ. 

Вернемся к решению выражения (13) для нормального за-

кона распределения при указанных выше условиях. 

(14) Ρ(𝛼 ≤ 𝑋 ≤ 𝛽) = 𝐹(𝛽) − 𝐹(𝛼) =  
1

√2𝜋
{∫ 𝑒−

𝑥2

2 𝑑𝑥
𝛼 𝑆𝑥⁄

−∞
− 

 −∫ 𝑒−
𝑥2

2 𝑑𝑥
𝛼 𝑆𝑥⁄

−∞
}; 

Продифференцируем и приравняем к нулю выражение (14): 
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𝑑

𝑑𝑆𝑥
[Ρ(𝛼 ≤ 𝑋 ≤ 𝛽)] =  

1

√2𝜋
{𝑒
−
𝛽2

2𝑆𝑥
2
(−

𝛽

𝑆𝑥
2) − 𝑒

−
𝛼2

2𝑆𝑥
2
(−

𝛼

𝑆𝑥
2)} = 0 

Отсюда получаем границы, в которые попадает величина Х: 

𝛽𝑒
−
𝛽2

2𝑆𝑥
2
= 𝛼𝑒

−
𝛼2

2𝑆𝑥
2
 

Однако для дальнейших расчетов стоит определить довери-

тельную вероятность для контроля диапазона достоверных ре-

зультатов измерений величин навигационной информации. 

При оценке параметров вероятностных распределений или 

характеристик величин в информационно-измерительной си-

стеме можно основываться на теории квантильных оценок. Дан-

ная теория может помочь в более устойчивой и точной оценке ве-

личин при различных режимах эксплуатации (событиях) инфор-

мационно-измерительной системе. Самый распространенный 

способ выбора квантиля – это «правило трёх сигм». Данный спо-

соб устанавливает, что достоверные измерения находятся в пре-

делах диапазона ±3σ с вероятностью 0,997. 

Суть подхода в определении достоверности величин навига-

ционной информации заключается в нахождении границ интер-

вала (α, β) с учетом выбора квантиля распределения на основе 

априорных данных. Это позволяет задать значение среднеквадра-

тичное отклонение с определенной доверительной вероятностью 

и затем определить границы доверительного интервала. Стоит 

отметить при таком простом подходе цена принятия ошибочных 

решений (цена пропуска грубой погрешности) не превышает 

50%. Решением данной проблемы может быть контроль по кри-

терию минимакса [1] 

5. Заключение  

Подход к решению задачи ориентации и навигации с исполь-

зованием инфраструктуры ИТС демонстрируют потенциал и пер-

спективы применения в сфере автономных робототехнических 

устройств. Обеспечение повышения показателей основных ха-

рактеристик навигационной информации является критически 

важным аспектом для успешного функционирования систем 
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в разнообразных средах и ситуациях. Объединение высокотехно-

логических аспектов автономных систем с передовыми элемен-

тами транспортной инфраструктуры обеспечивает важный сим-

биоз, расширяющий границы эффективности и применимости 

в реальных условиях. Подход к формированию приоритетного 

режима работы БНК в условиях информационной избыточности, 

основанный на интеграции с инфраструктурой интеллектуальной 

транспортной среды, может стать прочным фундаментом для 

множества практических приложений, включая автономное во-

ждение, беспилотные миссии летательных аппаратов и др. В кон-

тексте данной работы также представлен простой и оперативный 

подход к определению достоверности навигационной информа-

ции за счет установок предельных значений. На основе априор-

ных данных величин навигационной информации при выборе 

квантильных оценок позволяет определить интервальные гра-

ницы допустимых значений результатов измерений. Данный под-

ход может быть улучшен путем внедрения критерия минимиза-

ции и максимизации. 

Полученные результаты исследования могут служить осно-

вой для дальнейших научных и инженерных исследований в об-

ласти автономных робототехнических систем, способствуя раз-

витию передовых технологий в данной сфере и углублению по-

нимания принципов функционирования подобных устройств. 

Настоящая работа отражает прогрессивные тенденции в области 

разработки и внедрения систем автономной навигации и ориен-

тации в области интеллектуальной транспортной среды, что 

представляет собой значимый вклад в развитие современных тех-

нических средств и технологий и открывает перспективы для ши-

рокого спектра приложений, включая автономное вождение, бес-

пилотные миссии, роботизированные производственные про-

цессы и другие сферы применения автономных робототехниче-

ских устройств. 

В дальнейшем авторами планируется тестирование разрабо-

танных методов на различных автономных робототехнических 

платформах для подтверждения их универсальности и способно-

сти быть примененными в различных контекстах и сценариях. 
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Abstract: In the context of the development of intelligent transport environment, the 

accurate positioning of autonomous robotic devices plays an important role. In this 

article, the authors present a method of orientation and navigation of robotic systems 

with the possible use of intelligent transport environment infrastructure. The algo-

rithm of robot orientation and navigation in the intelligent transport environment de-

scribes the process of data collection, processing, filtering, interpolation and extrap-

olation to determine the robot's location and route planning. The method of formation 

of the priority mode of on-board navigation complex operation under conditions of 

information redundancy of navigation parameters is proposed. The method represents 

the optimization problem of selecting the operating mode of the on-board navigation 

system, which at the moment of time has the most accurate estimation taking into 
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account the external conditions. The article also touches upon the concept of meas-

urement results reliability. The criteria of measurement information reliability to en-

sure the effectiveness of decision-making in the management of measurement pro-

cesses are highlighted. The approach to determining the reliability of navigation and 

measurement information on the basis of the method of statistical decision theory of 

marginal values of measurement results is described. This approach allows to analyze 

quickly enough the received measurement information by statistical indicators and to 

estimate the degree of reliability of the results. 

Keywords: intelligent transport system, navigation and orientation, reliabil-

ity, robotic systems. 
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МОДЕЛИ РАСПРЕДЕЛЕНИЯ РЕСУРСА 
В ИЕРАРХИЧЕСКИ УПРАВЛЯЕМОЙ 

ДРЕВОВИДНОЙ ДИНАМИЧЕСКОЙ СИСТЕМЕ 
С УЧЁТОМ ОППОРТУНИСТИЧЕСКОГО  

ПОВЕДЕНИЯ АГЕНТОВ1 

Горбанёва О.И.2, Михалкович С.С.3, Угольницкий Г.А.4 

(Южный федеральный университет, Ростов-на-Дону) 

Статья посвящена построению и исследованию СОЧИ-моделей воспроизвод-

ства и распределения ресурса в иерархически управляемой древовидной 

динамической системе с учётом возможного оппортунистического поведения 

агентов. Предложена оригинальная концепция балансовых соотношений для 

ресурса. Описана общая структура указанной модели для двухуровневой 

и трёхуровневой управляющей подсистемы. Приведены иллюстративные 

примеры аналитического и численного исследования частных случаев указан-

ных моделей для различных информационных регламентов динамических 

игровых моделей. 

Ключевые слова: имитационное моделирование; оппортунистическое 

поведение; распределение ресурсов; управляемые динамические 

системы; экономика общественных благ. 

1. Введение 

Задачи согласования интересов активных агентов при рас-

пределении ресурсов наиболее подробно исследованы в эконо-

мике общественных благ, начиная с основополагающих работ 

[12–14, 22]. Современное состояние этого направления отраже-

но во многих работах, например, в [15, 19]. Приложения теории 

динамических игр к данной области описаны в [20, Сhap. 6]. 

В частности, в этой монографии показаны различия при моде-

лировании материальных и нематериальных общественных 

благ. Чрезвычайно важную роль в математической формализа-

ции данного направления сыграла модель Гермейера –

                                           

1 Работа выполнена при финансовой поддержке РНФ, проект №23-21-00131. 
2 Ольга Ивановна Горбанёва, д.т.н., доцент (oigorbaneva@sfedu.ru). 
3 Станислав Станиславович Михалкович, к.ф.-м.н., доцент (miks@sfedu.ru). 
4 Геннадий Анатольевич Угольницкий, д.ф.-м.н., профессор 

(gaugolnickiy@sfedu.ru). 
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 Вателя [1]; развитие этих исследований выполнено в [8]. Под-

ход теории управления организационными системами к реше-

нию задач распределения ресурсов изложен в [9, 10]. 

Авторское развитие указанного направления предложено 

в концепции СОЧИ-моделей (моделей согласования обществен-

ных и частных интересов) [5, 17]. Эта концепция входит в со-

став более общей теории управления устойчивым развитием, где 

помимо согласования интересов активных агентов учитываются 

требования к состоянию управляемой динамической систе-

мы [11]. Модели борьбы с оппортунистическим поведением для 

обеспечения устойчивого развития описаны в [6]. 

Регламенты динамических игр, отражающие различные 

правила иерархического управления, описаны в [7]. Здесь прин-

ципиально наличие или отсутствие обратной связи по действиям 

агентов и/или по состоянию управляемой системы. 

Решение сложных динамических задач конфликтного управ-

ления, в том числе при распределении ресурсов, требует приме-

нения численных методов или компьютерной имитации [21]. 

Модели сочетания общих и частных интересов (СОЧИ-

модели) предполагают, что в имеющемся множестве агентов 

есть некий общий интерес, который требует затрат некоторого 

ресурса. Каждый агент, имея некоторое количество ресурсов, 

распределяет его между общим интересом и своими частными 

с тем, чтобы суммарный выигрыш от частной деятельности 

и причитающаяся доля от результатов общественной деятельно-

сти был максимален. Статические одноуровневые модели соче-

тания общих и частных интересов независимых агентов рас-

смотрены в [5, 16]. В них найдено равновесие по Нэшу для 

наиболее часто используемых в экономических исследованиях 

функций общих и частных интересов.  

В [3] рассмотрены двухуровневые СОЧИ-модели независи-

мых агентов, над которыми имеется верхний уровень – Принци-

пал (Центр), целью которого является максимизация функции 

общественного благосостояния. Для достижения этой цели 

Принципал может применять административное либо экономи-

ческое воздействие. Административное воздействие заключает-

ся в установке нижнего значения величины ресурсов, меньше 

которого агент не может потратить на общие цели. Принципал 
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несет затраты на контроль за выполнением агентами выдвину-

тых к ним требований Принципала. Экономическое воздействие 

Принципала на агентов может заключаться в том, чтобы назна-

чать доли участия агентов в общем доходе, либо в том, чтобы 

влиять на количество ресурсов, имеющихся у агента, в частно-

сти, выделять ресурсы агентам. В данных иерархических играх 

найдены равновесия по Штакельбергу. 

В [2–3] рассмотрены трехуровневые СОЧИ-модели, вклю-

чающие промежуточный уровень между Принципалом и аген-

тами – Супервайзер, который действует от лица Принципала, 

но может ослаблять его требования в ответ на взятку от агента. 

В зависимости от типа воздействия агента на супервайзера 

выделяют административную и экономическую коррупцию, 

а также коррупцию при распределении ресурсов.  

Позже рассматривались динамические модели распределе-

ния ресурсов, а именно сетевые СОЧИ-модели обмена мнения-

ми в маркетинге [22], а также региональные СОЧИ-модели 

взаимодействия [4]. 

Сетевая СОЧИ-модель управления мнениями представляет 

собой трёхуровневую иерархическую игру, в которой Центр 

выделяет ресурсы агентам влияния (фирмам), которые, в свою 

очередь, распределяют ресурсы на воздействие (проводят акции, 

раздают бесплатно пробный товар и т.д.) на базовых агентов 

(сетевыми потенциальных клиентов) с целью повышения про-

даж товара или услуги. Целью Центра и агентов влияния явля-

ется повышение продаж товара за вычетом расходов на выделе-

ние ресурсов подчинённым уровням. Кроме того, агенты 

влияния кроме повышения продаж имеют свои частные интере-

сы (например, инвестиции), на которые идет оставшаяся часть 

ресурсов, выделенных Центром агенту влияния. Центр может 

быть дружелюбным по отношению к агентам влияния или без-

различным к нему. В моделях дружелюбие или безразличие 

проявляется учётом или неучётом частных интересов агентов 

влияния в целевой функции Центра. Базовые агенты образуют 

сеть, имея связи с другими базовыми агентами. Базовые агенты 

не имеют собственных интересов, но имеют мнение о продавае-

мом в маркетинговой сети товаре, которое меняется со време-

нем под влиянием других базовых агентов и агентов влияния. 
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Что же касается СОЧИ-моделей регионального взаимодей-

ствия, то рассматриваются двухуровневые системы. На нижнем 

уровне находятся регионы, которые находятся в составе макро-

региона на верхнем уровне. Регионы выпускают продукцию, 

получая валовый региональный продукт (ВРП), что учитывается 

при помощи функции Кобба – Дугласа. Также регион при веде-

нии хозяйства загрязняет окружающую среду. ВРП расходуется 

в следующий период времени на инвестиции в производство, 

расходы на очищение окружающей среды и вложение средств 

в развитие соседних регионов. Макрорегион при помощи эко-

номического и административного воздействия повышает 

удельное потребление всего макрорегиона. Административное 

воздействие заключается в назначении нижних границ расходов 

на все рассматриваемые в модели статьи затрат, а экономиче-

ское воздействие подразумевает повышение заинтересованности 

регионов не только в повышении своего удельного потребления, 

но и удельного потребления макрорегиона. 

Настоящая работа посвящена построению и исследованию 

СОЧИ-моделей воспроизводства и распределения ресурса 

в иерархически управляемой древовидной динамической систе-

ме с учётом возможного оппортунизма агентов. Мы здесь опре-

деляем оппортунизм в более узком смысле как реализацию 

агентами своих частных интересов вместо участия в обществен-

ном производстве (например, это может быть нецелевое исполь-

зование выделенных ресурсов).  

Вклад статьи состоит в следующем: 

–  предложены весьма общая модель воспроизводства и рас-

пределения ресурса в иерархически управляемой динамической 

системе и регламент её исследования посредством имитацион-

ного моделирования, приведены аналитические результаты для 

линейной параметризации модели и результаты численного 

исследования для более общего случая; 

–  проведено аналитическое и численное исследование стати-

ческих моделей распределения ресурса между производством 

общественного продукта и частной деятельностью; 

–  проведено аналитическое исследование динамических мо-

делей воздействия на природную среду с учётом частных инте-

ресов и требований устойчивого развития системы. 
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2. Постановка задачи экономического управления 
в двухуровневой системе 

Имеется двухуровневая древовидная управляющая система, 

воздействующая на динамический объект управления (произ-

водство некоторого ресурса). Эта система состоит из Центра и 

нескольких агентов. Каждый агент распределяет свои трудовые 

усилия между производством ресурса (общественного блага) и 

частной деятельностью. Произведённый в результате совмест-

ных усилий агентов ресурс поступает в распоряжение Центра, 

который заинтересован в его максимизации и использует часть 

ресурса для вознаграждения агентов. Выигрыш агента склады-

вается из его вознаграждения и дохода от частной деятельности. 

Структура моделируемой системы показана на рис. 1. 

 

Рис. 1. Схема двухуровневой иерархически управляемой  

динамической системы  

Модель имеет вид 

(1) 𝐽0 = ∑ 𝛿𝑡𝑅𝑡 → 𝑚𝑎𝑥𝑇
𝑡=1  

(2) ∑ 𝑟𝑖
𝑡 ≤ 1;  𝑟𝑖

𝑡 ≥ 0,   𝑖 = 1, . . . , 𝑛𝑛
𝑖=1 ; 

(3) 𝐽𝑖 = ∑ 𝛿𝑡[𝑟𝑖
𝑡𝑅𝑡 + 𝐺𝑖(1 − 𝑢𝑖

𝑡)] → max𝑇
𝑡=1  
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(4) 0 ≤ 𝑢𝑖
𝑡 ≤ 1,  𝑖 = 1, . . . , 𝑛; 

(5) 𝑅𝑡 = (1 − ∑ 𝑟𝑖
𝑡𝑛

𝑖=1 )𝑅𝑡−1 + 𝐹(∑ 𝑢𝑖
𝑡𝑛

𝑖=1 ), 𝑅0 = 𝑅0,  𝑡 = 1, . . . , 𝑇. 

Здесь L0– Центр; L1, …, Ln – агенты; n – число агентов;  

R – ресурс, производимый агентами и поступающий в распоряе-

ние Центра; ri – доля ресурса, выделяемая Центром на возна-

граждение i-го агента; ui – усилие агента по производству ресур-

са (в долях от максимального усилия); F – функция произ-

водства ресурса совокупными усилиями агентов; Gi – функция 

дохода i-го агента от частной деятельности, не связанной 

с производством ресурса; δ  (0, 1) – коэффициент дисконтиро-

вания; T – период рассмотрения. 

Найдем оптимальную реакцию агентов на стратегию Цен-

тра. Выпишем задачу оптимального управления (3)–(5) в непре-

рывном времени (теперь коэффициент дисконтирования 

0 < ρ < 1) для степенной параметризации функций  

𝐹 = √𝑢1(𝑡) + 𝑢2(𝑡) и 𝐺𝑖 = √1 − 𝑢𝑖(𝑡) в случае двух агентов: 

(6) 𝐽𝑖 = ∫ 𝑒−𝜌𝑡[𝑟𝑖(𝑡)𝑅(𝑡) + √1 − 𝑢𝑖(𝑡)]𝑑𝑡
𝑇

0
→ 𝑚𝑎𝑥 

(7) 0 ≤ 𝑢𝑖(𝑡) ≤ 1,  𝑖 = 1, . . . , 𝑛; 

(8) 𝑅̇ = −(𝑟1 + 𝑟2)𝑅(𝑡) + √𝑢1(𝑡) + 𝑢2(𝑡), 
(9) 𝑅(0) = 𝑅0,  𝑡 = 1, . . . , 𝑇. 

К исследованию (1)–(9) применим принцип максимума 

Понтрягина. 

Функция Гамильтона имеет вид 

𝐻𝑖(𝑢𝑖 , 𝑅, 𝜆𝑖) = 𝑟𝑖𝑅 + √1 − 𝑢𝑖 + 𝜆𝑖(√𝑢1 + 𝑢2 − (𝑟1 + 𝑟2)𝑅). 

Из необходимого условия максимума  

𝜕𝐻𝑖

𝜕𝑢𝑖
=

𝜆𝑖

2√𝑢1+𝑢2
−

1

2√1−𝑢𝑖
= 0, i = 1, 2, 

откуда 𝜆𝑖√1 − 𝑢𝑖 = √𝑢1 + 𝑢2, или 𝜆𝑖
2(1 − 𝑢𝑖) = 𝑢1 + 𝑢2, 

получаем 

(10) 𝑢1
∗(𝑡) =

𝜆1
2𝜆2

2+𝜆1
2−𝜆2

2+1

(𝜆1
2+1)(𝜆2

2+1)
, 𝑢2

∗(𝑡) =
𝜆1

2𝜆2
2+𝜆2

2−𝜆1
2+1

(𝜆1
2+1)(𝜆2

2+1)
. 
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Решение краевой задачи для сопряжённой переменной 

𝜆𝑖̇ = 𝜌𝜆𝑖 −
𝜕𝐻

𝜕𝑅
= 𝜌𝜆𝑖 − 𝑟𝑖 + (𝑟1 + 𝑟2)𝜆𝑖(𝑡), 𝜆𝑖(𝑇) = 0 

даёт 

(11) 𝜆𝑖
∗(𝑡) =

𝑟𝑖

𝜌+𝑟𝑖
(1 − 𝑒−(𝜌+𝑟𝑖)(𝑇−𝑡)). 

Подстановкой (11) в (10) получаем оптимальное решение 

задачи. 

Далее нам понадобятся два понятия. Индивидуализм озна-

чает, что агент тратит все ресурсы полностью на частную дея-

тельность, а коллективизм – на общественное производство. 

Видно, что 𝑢𝑖
∗(𝑡) ≤ 1, причём в последний момент времени 

t = T и только тогда 𝜆𝑖
∗(𝑡) = 0, i = 1, 2, а значит, 𝑢𝑖

∗(𝑡) = 1, т.е. 

только в последний момент времени агентам выгодно быть 

коллективистами. 

Также заметим, что для того, чтобы агенту выгодно было 

применить эгоистическую стратегию, необходимо выполнение 

условия 

(12) 𝜆2
2 >

𝜆1
2+1

1−𝜆1
2 = −1 +

2

1−𝜆1
2. 

Анализ правой части (12) показывает, что минимальное 

значение данного выражения равно 1 и достигается при 𝜆1 = 0. 

С другой стороны, из (11) видно, что при ненулевых значе-

ниях параметров 𝜌 и 𝑟𝑖 величина 0 ≤ 𝜆𝑖
∗(𝑡) < 1, а значит, усло-

вие (11) может выполниться только в виде равенства и только 

если 𝜆𝑗≠𝑖
∗(𝑡) = 0, в то время как 𝜆𝑖

∗(𝑡) = 1. Однако такого быть 

не может, так как значение параметра 𝜆𝑖
∗(𝑡), i = 1, 2, может 

равняться нулю только при t = T, но в этот же момент времени 

значение параметра второго агента не может равняться 1, так 

как по тем же причинам оно равно 0. Значит, при данной поста-

новке агентам невыгодно быть индивидуалистами. 

Итак, при степенной параметризации функций общего 

и частного дохода стратегия индивидуализма невыгодна агентам 

нижнего уровня, но и стратегия коллективизма выгодна только 

в последний момент времени t = T. Во все более ранние момен-
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ты времени агенту выгодно тратить ресурсы как на общие цели, 

так и на частные. 

3. Постановка задачи экономического управления 
в трёхуровневой системе с учётом коррупции 

Рассмотрим постановку задачи управления в трехуровневой 

системе с учётом коррупции в двух постановках: в случае, когда 

агенты всех уровней заинтересованы в производстве, и в случае, 

когда агенты всех уровней заинтересованы только в максимиза-

ции у них ресурсов, на количество которых тем не менее произ-

водство влияет. 

ПОСТАНОВКА 1. 

Имеется трёхуровневая древовидная управляющая система, 

воздействующая на динамический объект управления (произ-

водство ресурса). Эта система состоит из Центра, агентов влия-

ния и базовых агентов. Каждый агент распределяет свои трудо-

вые усилия между производством ресурса (общественного 

блага) и частной деятельностью. Произведённый в результате 

совместных усилий базовых агентов ресурс поступает в распо-

ряжение Центра, который заинтересован в его максимизации 

и использует часть ресурса для вознаграждения агентов влияния 

и борьбы с коррупцией. Агент влияния, в свою очередь, получая 

ресурсы от Центра, также заинтересован в максимизации своего 

ресурса, но часть их он распределяет между подчиненными ему 

базовыми агентами. Агент влияния является промежуточным 

уровнем, посредником между Центром и подчиненными ему 

базовыми агентами (рис. 2). 

Трудовые усилия базовых агентов по воспроизводству об-

щего ресурса ограничиваются снизу. Агент влияния может 

ослаблять эти ограничения в обмен на взятку от базового агента. 

Центр контролирует оппортунистическое поведение агентов 

влияния и в случае поимки, которая происходит с определённой 

вероятностью, зависящей от расходов Центра, конфискует 

коррупционный доход и налагает на пойманного агента влияния 

большой дополнительный штраф. 
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Рис. 2. Схема трехуровневой иерархически управляемой  

динамической системы 

Выигрыш агента влияния складывается из его вознагражде-

ния и возможного коррупционного дохода за вычетом расходов 

на вознаграждение базовых агентов и штрафа при коррупции 

в случае поимки. Выигрыш базового агента складывается из его 

вознаграждения и дохода от частной деятельности за вычетом 

возможных взяток. 

Модель имеет вид 

(13) 𝐽0 = ∑ 𝛿𝑡𝑅𝑡 → max𝑇
𝑡=1 ; 

(14) 𝑟𝑖
𝑡 ≥ 0;  𝑧𝑖

𝑡 ≥ 0; ∑ (𝑟𝑖
𝑡 + 𝑧𝑖

𝑡) ≤ 1𝑚
𝑖=1 ;   𝑖 = 1, . . . , 𝑚; 

(15) 𝐽𝑖 = ∑ 𝛿𝑡𝑅𝑖
𝑡 → max𝑇

𝑡=1 ; 

(16) 𝑟𝑖𝑗
𝑡 ≥ 0; ∑ 𝑟𝑖𝑗

𝑡 ≤ 1
𝑛𝑖
𝑗=1 ;𝐵𝑖

𝑡 ∈ {0,1};  𝑖 = 1, . . . , 𝑚;  𝑗 = 1, . . . , 𝑛𝑖; 

(17) 𝐽𝑖𝑗 = ∑ 𝛿𝑡𝑅𝑖𝑗
𝑡 → max𝑇

𝑡=1 ; 
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(18) 𝑞(1 − 𝑏𝑖𝑗
𝑡 ) ≤ 𝑢𝑖𝑗

𝑡 ≤ 1;   0 ≤ 𝑏𝑖𝑗
𝑡 ≤ 1;  

 𝑖 = 1, . . . , 𝑚;  𝑗 = 1, . . . , 𝑛𝑖, 

(19) 𝑅𝑡 = [1 − ∑ (𝑟𝑖
𝑡 + 𝑧𝑖

𝑡)𝑚
𝑖=1 ]𝑅𝑡−1 + 𝐹 (∑ ∑ 𝑢𝑖𝑗

𝑡𝑛𝑖
𝑗=1

𝑚
𝑖=1 ) + 

+𝑀 ∑ 𝐵𝑖
𝑡𝑃(𝑧𝑖

𝑡)𝑅𝑖
𝑡𝑚

𝑖=1 ,  𝑅0 = 𝑅0;  

(20) 𝑅𝑖
𝑡 = (1 − ∑ 𝑟𝑖𝑗

𝑡 )
𝑛𝑖
𝑗=1 ) 𝑅𝑖

𝑡−1 + 𝑟𝑖
𝑡𝑅𝑡 + 𝐵𝑖

𝑡[1 − (1 + 𝑀)𝑃(𝑧𝑖
𝑡)] ∙∙

∑ 𝑏𝑖𝑗
𝑡 𝑅𝑖𝑗

𝑡𝑛𝑖
𝑗=1 ,  𝑅𝑖

0 = 𝑅𝑖0; 

(21) 𝑅𝑖𝑗
𝑡+1 = (1 − 𝑏𝑖𝑗

𝑡 )𝑅𝑖𝑗
𝑡 + 𝑟𝑖𝑗

𝑡 𝑅𝑖
𝑡 + 𝐺𝑖𝑗(1 − 𝑢𝑖𝑗

𝑡 ), 𝑅𝑖𝑗
0 = 𝑅𝑖𝑗0;  

 𝑖 = 1, . . . , 𝑚;  𝑗 = 1, . . . , 𝑛𝑖;  𝑡 = 1, . . . , 𝑇. 

Дополнительные обозначения: J0, Ji, Jij – выигрыши Центра, 

i-го агента влияния и ij-го базового агента соответственно; R, Ri, 

Rij – ресурсы в распоряжении этих агентов; ri, rij – доли ресурса, 

выделяемые Центром и агентами влияния своим подчинённым; 

bij – доля ресурса, выделяемая базовым агентом на взятку агенту 

влияния; zi
t – доля ресурса, выделяемая Центром на контроль  

i-го агента влияния; P(zi
t)  – вероятность поимки взяточника при 

затратах zi
t Rt; M – коэффициент штрафа при поимке; 

𝐵𝑖
𝑡 = {

1,  агент влияния берёт предложенные ему взятки,
0 иначе;

 
q – минимально допустимое усилие базовых агентов по воспро-

изводству общего ресурса. 

Рассмотрим спецификацию модели, в которой частные 

функции линейны G0(x) = G0x, Gi(x) = Gix, Gij(x) = Gijx. 
Начнём с задачи базового агента: 

(22) 𝐽𝑖𝑗 = ∑ 𝛿𝑡𝑅𝑖𝑗
𝑡 → max𝑇

𝑡=1 , 

𝑞(1 − 𝑏𝑖𝑗
𝑡 ) ≤ 𝑢𝑖𝑗

𝑡 ≤ 1;   0 ≤ 𝑏𝑖𝑗
𝑡 ≤ 1; 𝑖 = 1, . . . , 𝑚; 𝑗 = 1, . . . , 𝑛𝑖; 

(23) 𝑅𝑖𝑗
̇ (𝑡) = −𝑏𝑖𝑗(𝑡)𝑅𝑖𝑗(𝑡) + 𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡) + 𝐺𝑖𝑗 ∙ (1 − 𝑢𝑖𝑗(𝑡)) , 𝑅𝑖𝑗

0 = 𝑅𝑖𝑗0;   

 1,..., ; 1,..., ; 1,...,ii m j n t T   . 

Исследование модели (13)–(23) описано в Приложении 1. 
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В результате исследования линейной модели получаем, что 

на общие цели ни одному уровню управления тратить ресурсы 

невыгодно. Это можно объяснить тем, что в данной модели 

агент влияния не заинтересован в производстве, а только 

во взяточничестве. Но и базовый агент заинтересован только 

в максимизации накопляемого ресурса, который убывает 

по затратам средств на производство и взятку. По тем же при-

чинам агент влияния не тратит средства на базовых агентов. Во-

первых, они взятку не платят. Во-вторых, накапливаемый ресурс 

не возрастает от этого. В-третьих, в производстве агент влияния 

не заинтересован. Центр, зная, что агент влияния не распределя-

ет ресурсы базовым агентам, не выделяет их, в свою очередь, 

и агентам влияния. Также он не тратит средства на контроль, так 

как взяточничества нет.  

В то же время на выполнении условия устойчивого разви-

тия (21) отсутствие целевого использования ресурсов сказыва-

ется положительно. Это условие с учётом полученных результа-

тов выглядит следующим образом: 

𝑅(𝑇) = 𝑅0 + 𝑞∗ ∙ 𝐹 ∙ (∑ ∑
𝑅𝑖𝑗0(1−𝑒

−𝑔𝑖𝑗(1−𝑞∗)𝑡
)

𝑔𝑖𝑗(1−𝑞∗)

𝑛𝑖
𝑗=1

𝑚
𝑖=1 ) > 𝑅∗. 

Заметим, что второе слагаемое всегда положительно, по-

этому если Центр изначально имел ресурсов больше, чем 𝑅∗, то 

условие устойчивого развития будет продолжать выполняться 

и со временем. Производство осуществляется на минимальном 

уровне и за счёт ресурсов базовых агентов.  

 

ПОСТАНОВКА 2. 

Имеется та же трёхуровневая древовидная управляющая 

система, воздействующая на динамический объект управления 

(производство ресурса), состоящая из Центра, агентов влияния 

и базовых агентов. Выигрыш Центра состоит из двух слагаемых: 

количества ресурсов в текущий момент времени и выпуск про-

дукции базовыми агентами.  

Выигрыш агента влияния складывается из его количества 

ресурсов, выпуска продукции базовых агентов, подчинённых 

именно этому агенту влияния, и возможного коррупционного 

дохода за вычетом штрафа при коррупции в случае поимки.  
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Выигрыш базового агента, как и выигрыш Центра, состоит 

из количества ресурсов в текущий момент времени и выпуска 

продукции.  

Рассмотрим следующую модель, в которой все функции 

общественного и частного дохода линейны: 

(24) 𝐽0 = ∫ 𝛿𝑡{𝐺 ∙ (1 − ∑ (𝑟𝑖(𝑡) + 𝑧𝑖(𝑡))𝑚
𝑖=1 ) ∙ 𝑅(𝑡)

𝑇

0
+ 

 +𝐹 ∙ ∑ ∑ 𝑢𝑖𝑗(𝑡)𝑅𝑖𝑗(𝑡)
𝑛𝑖
𝑗=1

𝑚
𝑖=1 } 𝑑𝑡 → max; 

(25) 𝑟𝑖(𝑡) ≥ 0; 𝑧𝑖(𝑡) ≥ 0; ∑ (𝑟𝑖(𝑡) + 𝑧𝑖(𝑡)) ≤ 1𝑚
𝑖=1 ; 𝑖 = 1, . . . , 𝑚; 

(26) 𝐽𝑖 = ∫ 𝛿𝑡 {𝐺𝑖 ∙ (1 − ∑ 𝑟𝑖𝑗(𝑡)𝑛𝑖
𝑗=1 ) ∙ 𝑅𝑖(𝑡)

𝑇

0
+ 

 +𝐹 ∑ 𝑢𝑖𝑗(𝑡)𝑅𝑖𝑗(𝑡)
𝑛𝑖
𝑗=1 } 𝑑𝑡 → max; 

(27) 𝑟𝑖𝑗(𝑡) ≥ 0; ∑ 𝑟𝑖𝑗(𝑡) ≤ 1
𝑛𝑖
𝑗=1 ;𝐵𝑖(𝑡) ∈ {0,1}; 

 𝑖 = 1, . . . , 𝑚;  𝑗 = 1, . . . , 𝑛𝑖; 

(28) 𝐽𝑖𝑗 = ∫ 𝛿𝑡 {𝐺𝑖𝑗 ∙ (1 − 𝑢𝑖𝑗(𝑡) − 𝑏𝑖𝑗(𝑡)) ∙ 𝑅𝑖𝑗(𝑡) +
𝑇

0
 

+𝐹 ∙ 𝑢𝑖𝑗(𝑡) ∙ 𝑅𝑖𝑗(𝑡)}𝑑𝑡 → max; 

(29) 𝑢𝑖𝑗(𝑡) ≥ 𝑞 ∗ (1 − 𝑏𝑖𝑗(𝑡)); 𝑏𝑖𝑗(𝑡) ≥ 0; 𝑢𝑖𝑗(𝑡) + 𝑏𝑖𝑗(𝑡) ≤ 1; 

  𝑖 = 1, . . . , 𝑚;  𝑗 = 1, . . . , 𝑛𝑖; 

(30) 𝑅̇ = − ∑ (𝑟𝑖(𝑡) + 𝑧𝑖(𝑡))𝑚
𝑖=1 𝑅 + 𝐹 ∙ ∑ ∑ 𝑢𝑖𝑗(𝑡)𝑅𝑖𝑗(𝑡)

𝑛𝑖
𝑗=1

𝑚
𝑖=1 + 

 +𝑀 ∑ 𝐵𝑖(𝑡)𝑃(𝑧𝑖(𝑡))𝑅𝑖(𝑡)𝑚
𝑖=1 , 𝑅(0) = 𝑅0; 

(31) 𝑅𝑖
̇ = − ∑ 𝑟𝑖𝑗(𝑡)𝑛𝑖

𝑗=1 𝑅𝑖(𝑡) + 𝑟𝑖(𝑡)𝑅(𝑡) + 𝐵𝑖(𝑡)[1 − 

−(1 + 𝑀)𝑃(𝑧𝑖(𝑡))] ∑ 𝑏𝑖𝑗(𝑡)𝑅𝑖𝑗(𝑡)𝑛𝑖
𝑗=1 ,  𝑅𝑖(0) = 𝑅𝑖0; 

(32) 𝑅𝑖𝑗
̇ = −(𝑢𝑖𝑗(𝑡) + 𝑏𝑖𝑗(𝑡))𝑅𝑖𝑗(𝑡) + 𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡),  𝑅𝑖𝑗(0) = 𝑅𝑖𝑗0;  

(33) 𝑅(𝑇) ≥ 𝑅∗, 1,..., ; 1,..., ; 0,1,..., 1ii m j n t T    . 

В этой модели в целевую функцию каждого агента входят 

помимо частных интересов ещё и производственные интересы, 

выражаемые функцией F. 
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Исследование модели (24)–(33) описано в приложении 2. 

В результате исследования линейной модели получаем, что 

на общие цели ни одному уровню управления тратить ресурсы 

невыгодно, кроме тех агентов нижнего уровня, которые являют-

ся коллективистами. Только коллективисты нижнего уровня 

заинтересованы в производстве. Агенты влияния не заинтересо-

ваны в производстве, а только во взяточничестве. По тем же 

причинам агенты влияния не тратят средства на базовых аген-

тов, как и в предыдущей постановке. В то же время на выполне-

нии условия устойчивого развития (33) отсутствие целевого 

использования ресурсов сказывается положительно. Это усло-

вие с учётом полученных результатов выглядит следующим 

образом: 

 𝑅(𝑇) = 𝑅0 + 𝐹(∑ ∑ 𝑅𝑖𝑗0𝑗∈𝐼
𝑚
𝑖=1 )(1 − 𝑒−𝑞∗𝑡) + 𝐹+ 

 +(∑ ∑ 𝑅𝑖𝑗0𝑗∉𝐼
𝑚
𝑖=1 )(1 − 𝑒−𝑡) > 𝑅∗. 

Заметим, что второе слагаемое всегда положительно, по-

этому если Центр изначально имел ресурсов больше, чем 𝑅∗, то 

условие устойчивого развития будет продолжать выполняться 

и со временем. Производство осуществляется на минимальном 

уровне и за счёт ресурсов базовых агентов.  

Сравнение двух постановок задачи показывает, что 

1) взяточничество невыгодно базовым агентам; 2) наличие или 

отсутствие в целевых функциях Центра и агентов влияния вы-

пуска продукции базовыми агентами не влияет на их поведение. 

Ресурсы на более нижний уровень они не выделяют; 3) наличие 

в целевой функции базового агента слагаемого, отвечающего 

за выпуск продукции, может побудить этого агента все ресурсы 

тратить на общие цели. Но может и не побудить, если его про-

изводственные возможности небольшие. 

4. Статические модели распределения ресурсов 

Рассмотрим следующую упрощённую статическую поста-

новку задачи распределения ресурса: 

𝑔(𝑢) = 𝑎𝑐(𝑢) + 𝑏(1 − 𝑢) → 𝑚𝑎𝑥,   0 ≤ 𝑢 ≤ 1. 
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Условие устойчивого развития (координации) в статической 

форме имеет вид 

(1 − 𝑎)𝑐(𝑢) ≥ 𝑐∗. 

Здесь u – доля ресурса, ассигнуемая на производство обще-

ственного продукта; c(·) – функция производства общественно-

го продукта; b(·) –  функция выигрыша от частной деятельности; 

a > 0 – доля участия в использовании общественного продукта. 

Функции c(·) и b(·) возрастающие и вогнутые, c(0) = b(0) = 0. 

Без существенного ограничения общности положим 

 𝑐(𝑢) = 𝑢𝑘 , 𝑏(1 − 𝑢) = (1 − 𝑢)𝑚, 0 1, 0 1k m    . 

В качестве функций дохода мы взяли производственные 

функции, наиболее часто встречающиеся в экономико-

математических исследованиях. 

Имеем 

𝑔(𝑢) = 𝑎𝑢𝑘 − (1 − 𝑢)𝑚 → max,   0 ≤ 𝑢 ≤ 1; 

𝑔′(𝑢) = 𝑘𝑎𝑢𝑘−1 − 𝑚(1 − 𝑢)𝑚−1; 

𝑔′′(𝑢) = 𝑘(𝑘 − 1)𝑎𝑢𝑘−2 − 𝑚(𝑚 − 1)(1 − 𝑢)𝑚−2 < 0. 

Рассмотрим сначала случай k = m. Тогда 

 𝑎𝑢𝑘−1 = (1 − 𝑢)𝑘−1; 

 𝑢∗ =
1

1+𝑎
1

𝑘−1

- точка максимума. 

Таким образом, условие устойчивого развития выполняется при 

 
1

1+𝑎
1

𝑘−1

≥ (
𝑐∗

1−𝑎
)

1/𝑘
. 

Если считать условие устойчивого развития непреложным, то 

 𝑢∗ = min {max {
1

1+𝑎
1

𝑘−1

, (
𝑐∗

1−𝑎
)

1/𝑘
} , 1}. 

Для численного исследования при k ≠ m подходит метод 

дихотомии, так как вторая производная отрицательная, а первая 

производная на концах отрезка имеет разные знаки [0; 1]: 
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 𝑔′(0) = +∞;  𝑔′(1) = −∞. 

Найдём значение долей ресурсов (см. таблицу 1), затрачиваемых 

на общие цели агентом при a = 0,5, с* = 0,25 и следующих зна-

чения хk и m: 

Таблица 1. Решение задачи при a = 0,5, с* = 0,25 

k m U uуст u* 

0,1 0,9 0,040 0,00098 0,040 

0,1 0,2 0,180 0,00098 0,180 

0,1 0,6 0,061 0,00098 0,061 

0,4 0,7 0,116 0,17678 0,17678 

0,7 0,2 0,592 0,3715 0,592 

0,8 0,1 0,796 0,42045 0,796 

 

Заметим, что чем больше k и чем меньше m, тем больше ре-

сурсов тратит агент на общие цели. Чем больше k, тем больше 

ресурсов требуется для выполнения условия устойчивого разви-

тия. Коэффициент m напрямую не влияет на количество ресур-

сов, но влияет на то, придётся ли агенту поступиться своими 

интересами для выполнения этого условия или нет. 

Также заметим, что можно было доказать существование 

и единственность не только для степенных функций, но и для 

любых возрастающих и вогнутых функций c(·) и b(·). 

5. Динамические модели воздействия на природную 
среду 

Предположим, что агент делит свой ресурс между природо-

охранными усилиями и иными видами приносящей доход дея-

тельности. Условие устойчивого развития [11] учитывается 

с помощью штрафа в функционале выигрыша агента. Простую 

модель в непрерывном времени можно записать в виде 

 𝐽 = ∫ [𝑏(1 − 𝑢(𝑡)) − 𝑀(𝑥∗ − 𝑥(𝑡))]𝑑𝑡 → max
𝑇

0
; 

 0 ≤ 𝑢(𝑡) ≤ 1; 

 𝑥̇ = 𝑓(𝑥(𝑡), 𝑢(𝑡)),  𝑥(0) = 𝑥0. 
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Здесь u(t) – природоохранное усилие агента; x(t) – показатель 

состояния окружающей среды; x(t) ≤ x* – требование устойчи-

вого развития; b(·) – возрастающая вогнутая функция, b(0) = 0; 

функция f возрастает по u. Дисконтирование и терминальный 

выигрыш не учитываются. Для аналитического исследования 

используем параметризацию 

 𝐽 = ∫ [√1 − 𝑢(𝑡) − 𝑀(𝑥∗ − 𝑥(𝑡))] 𝑑𝑡 → max,  
𝑇

0
 

 0 ≤ 𝑢(𝑡) ≤ 1 

 𝑥̇ = 𝑢(𝑡) − 𝜇𝑥(𝑡),  𝑥(0) = 𝑥0, 

где μ – коэффициент ухудшения состояния окружающей среды. 

Функция Гамильтона имеет вид 

𝐻(𝑥, 𝑢, 𝜆) = √1 − 𝑢 − 𝑀(𝑥∗ − 𝑥) + 𝜆(𝑢 − 𝜇𝑥). 

Из необходимого условия максимума  

𝜕𝐻

𝜕𝑢
= −

1

2√1 − 𝑢
+ 𝜆 = 0 

получаем 

 𝑢∗(𝑡) = 1 −
1

4𝜆2(𝑡)
. 

Решение краевой задачи для сопряжённой переменной 

𝜆̇ = −
𝜕𝐻

𝜕𝑥
= −𝑀 + 𝜇𝜆(𝑡),  𝜆(𝑇) = 0 

даёт 

 ∗(𝑡) =
𝑀

𝜇
(1 − 𝑒−𝜇(𝑇−𝑡)). 

Таким образом, с учётом структуры модели оптимальное 

решение есть 

 𝑢∗(𝑡) = 1 −
𝜇2

4𝑀2(1−𝑒−𝜇(𝑇−𝑡))
2. 

Видно, что большой штраф побуждает агента ассигновать 

почти весь ресурс на природоохранную деятельность. 
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6. Заключение 

В соответствии с общей СОЧИ-идеологией[5, 17] логика 

предложенных моделей следующая. Каждый агент делит свой 

ресурс между воспроизводством общего ресурса и частной 

деятельностью. При этом мгновенный выигрыш определяется 

полезностью частной деятельности, поэтому при близоруком 

принятии решений выгодно вкладывать весь свой ресурс в неё. 

Однако в динамике количество ресурса каждого агента зависит 

от величины общего ресурса, поэтому при эгоистическом пове-

дении в достаточно длительной перспективе ресурса для част-

ной деятельности просто не останется. Поэтому поиск опти-

мального соотношения между краткосрочными и долго-

срочными интересами выступает главным предметом анализа. 

Дополнительно предполагается, что в обмен на взятку аген-

ты влияния могут ослаблять ограничения на эгоизм базовых 

агентов, а Центр контролирует оппортунизм и взимает штрафы 

в случае поимки взяточника. 

Для информационного регламента игры Г1 аналитически 

и с помощью компьютерной имитации получен ряд выводов при 

различных параметризациях модели. 

Возможны следующие направления развития модели: 

–  использование иного вида функций выигрыша агентов; 

–  исследование более общих структурных конфигураций; 

–  применение модели к анализу других процессов с необхо-

димой модификацией. 
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Приложение 1. Исследование постановки 1 п.3  

Составим уравнение Гамильтона – Якоби – Беллмана: 

ln 𝛿 ∙ 𝑉𝑖𝑗 −
𝜕𝑉𝑖𝑗

𝜕𝑡
= max

𝑢𝑖𝑗,𝑏𝑖𝑗

1≤𝑗≤𝑛

{𝑅𝑖𝑗(𝑡) +  

+
𝜕𝑉𝑖𝑗

𝜕𝑅𝑖𝑗
∙ [−𝑏𝑖𝑗(𝑡) ∙ 𝑅𝑖𝑗(𝑡) + 𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡) + 𝐺𝑖𝑗 ∙ (1 − 𝑢𝑖𝑗(𝑡))]}  

при ограничении 1 ≥ 𝑏𝑖𝑗(𝑡) ≥ 0, 1 ≥ 𝑢𝑖𝑗(𝑡) ≥ 𝑞 ∗ (1 − 𝑏𝑖𝑗(𝑡)). 

Максимизируем правую часть уравнения по совокупности 

𝑢𝑖𝑗 и 𝑏𝑖𝑗. Условие первого порядка даёт независимое от этих 

переменных выражение: 

−
𝜕𝑉𝑖𝑗

𝜕𝑅𝑖𝑗
∙ 𝑅𝑖𝑗(𝑡);  −

𝜕𝑉𝑖𝑗

𝜕𝑅𝑖𝑗
∙ 𝐺𝑖𝑗. 

Если 
𝜕𝑉𝑖𝑗

𝜕𝑅𝑖𝑗
> 0, то 𝑢𝑖𝑗  и 𝑏𝑖𝑗 должны быть как можно меньше, 

т.е. 𝑢𝑖𝑗 = 𝑏𝑖𝑗 = 0, но с учётом условия 𝑢𝑖𝑗(𝑡) ≥ 𝑞∗(1 − 𝑏𝑖𝑗(𝑡)) 

получаем решение 𝑢𝑖𝑗(𝑡) = 𝑞∗ и 𝑏𝑖𝑗(𝑡) = 0. 

Если же 
𝜕𝑉𝑖𝑗

𝜕𝑅𝑖𝑗
< 0, то 𝑢𝑖𝑗 и 𝑏𝑖𝑗 должны быть как можно 

больше, но с учётом условий (18) получаем 𝑢𝑖𝑗 = 𝑏𝑖𝑗 = 1. 

Введём линейную функцию Беллмана 𝑉𝑖𝑗(𝑡, 𝑅𝑖𝑗) =

= 𝛼𝑖𝑗(𝑡) ∙ 𝑅𝑖𝑗 + 𝛽𝑖𝑗(𝑡). Рассмотрим два случая: 

1) 
𝜕𝑉𝑖𝑗

𝜕𝑅𝑖𝑗
= 𝛼𝑖𝑗(𝑡) > 0. В этом случае 𝑢𝑖𝑗(𝑡) = 𝑞∗ и 𝑏𝑖𝑗(𝑡) = 0. 

Подставив известные зависимости в уравнение Гамильтона –

 Якоби – Беллмана, получим: 

(34)  ln 𝛿 ∙ 𝛼𝑖𝑗(𝑡)𝑅𝑖𝑗 + ln 𝛿 ∙ 𝛽𝑖𝑗(𝑡) − 𝛼𝑖𝑗
′ (𝑡)𝑅𝑖𝑗 − 𝛽𝑖𝑗

′ (𝑡) = 

= 𝑅𝑖𝑗(𝑡) + 𝛼𝑖𝑗(𝑡)[𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡) + 𝐺𝑖𝑗(1 − 𝑞∗)].   

Приравняем коэффициенты при 𝑅𝑖𝑗: 

ln 𝛿 ∙ 𝛼𝑖𝑗(𝑡) − 𝛼𝑖𝑗
′ (𝑡) = 1. 

Решим это уравнение методом вариации постоянной. Реше-

нием соответствующего линейного однородного уравнения 

будет: 

𝛼𝑖𝑗(𝑡) = 𝐶𝛿𝑡. 

Варьируем константу 𝐶 = 𝐶(𝑡) и решим неоднородное ли-

нейное уравнение: 
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𝐶′(𝑡)𝛿𝑡 + 1 = 0, 

откуда выразим производную: 𝐶′(𝑡) = −𝛿−𝑡, 

проинтегрировав которую, получим 

𝐶(𝑡) =
𝛿−𝑡

ln 𝛿
+ 𝐶. 

Воспользовавшись условием 𝐶(𝑇) = 0, получим 𝐶 = −
𝛿−𝑇

ln 𝛿
. 

Отсюда  

𝐶(𝑡) =
𝛿−𝑡−𝛿−𝑇

ln 𝛿
. 

Тогда 𝛼𝑖𝑗(𝑡) =
1−𝛿𝑡−𝑇

ln 𝛿
. Так как 𝑡 < 𝑇 и 𝛿 < 1, то действи-

тельно 𝛼𝑖𝑗(𝑡) > 0. При t = 0 𝛼𝑖𝑗(0) =
1−𝛿−𝑇

ln 𝛿
. 

Приравняем свободные члены в (34): 

ln 𝛿 ∙ 𝛽𝑖𝑗(𝑡) − 𝛽𝑖𝑗
′ (𝑡) = 𝛼𝑖𝑗(𝑡)[𝑟𝑖𝑗𝑅𝑖(𝑡) + 𝐺𝑖𝑗(1 − 𝑞∗)]. 

Это уравнение также сводится к линейному неоднородно-

му, решение которого    

𝛽𝑖𝑗(𝑡) = 𝐶(𝑡)𝛿𝑡 , 

где 𝐶′(𝑡) = −𝛿−𝑡𝛼𝑖𝑗(𝑡)[𝑟𝑖𝑗𝑅𝑖(𝑡) + 𝐺𝑖𝑗(1 − 𝑞∗)],  
или, с учётом вида функции 𝛼𝑖𝑗(𝑡): 

𝐶′(𝑡) = −
𝑟𝑖𝑗𝑅𝑖(𝑡)+𝐺𝑖𝑗(1−𝑞∗)

ln 𝛿
(𝛿−𝑡 − 𝛿−𝑇).  

После интегрирования получим 

𝐶(𝑡) =
𝑟𝑖𝑗𝑅𝑖(𝑡)+𝐺𝑖𝑗(1−𝑞∗)

ln 𝛿
(

𝛿−𝑡

ln 𝛿
+ 𝑡𝛿−𝑇) + 𝐶.  

Воспользовавшись условием 𝐶(𝑇) = 0, получим  

𝐶 = −
𝑟𝑖𝑗𝑅𝑖(𝑡)+𝐺𝑖𝑗(1−𝑞∗)

ln 𝛿
(

𝛿−𝑇

ln 𝛿
+ 𝑇𝛿−𝑇). Отсюда  

𝐶(𝑡) =
𝑟𝑖𝑗𝑅𝑖(𝑡)+𝐺𝑖𝑗(1−𝑞∗)

ln 𝛿
(

𝛿−𝑡−𝛿−𝑇

ln 𝛿
+ (𝑡 − 𝑇)𝛿−𝑇). 

Тогда 𝛽𝑖𝑗(𝑡) =
𝑟𝑖𝑗𝑅𝑖(𝑡)+𝐺𝑖𝑗(1−𝑞∗)

ln 𝛿
(

1−𝛿𝑡−𝑇

ln 𝛿
+ (𝑡 − 𝑇)𝛿𝑡−𝑇). При 

t = 0 𝛽𝑖𝑗(0) =
𝑟𝑖𝑗𝑅𝑖(𝑡)+𝐺𝑖𝑗(1−𝑞∗)

ln 𝛿
(

1−𝛿−𝑇

ln 𝛿
− 𝑇𝛿−𝑇). 

Получим оптимальное значение выигрыша базового агента 

𝐽𝑖𝑗 = 𝑉𝑖𝑗(0, 𝑅𝑖𝑗0) =
1−𝛿−𝑇

ln 𝛿
∙ 𝑅𝑖𝑗0 +

𝑟𝑖𝑗𝑅𝑖(𝑡)+𝐺𝑖𝑗(1−𝑞∗)

ln 𝛿
(

1−𝛿−𝑇

ln 𝛿
− 𝑇𝛿−𝑇). 
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2) 
𝜕𝑉𝑖𝑗

𝜕𝑅𝑖𝑗
= 𝛼𝑖𝑗(𝑡) < 0. В этом случае 𝑢𝑖𝑗(𝑡) = 𝑏𝑖𝑗(𝑡) = 1. Под-

ставив известные зависимости в уравнение Гамильтона –

 Якоби – Беллмана, получим: 

ln 𝛿 ∙ 𝛼𝑖𝑗(𝑡)𝑅𝑖𝑗 + ln 𝛿 ∙ 𝛽𝑖𝑗(𝑡) − 𝛼𝑖𝑗
′ (𝑡)𝑅𝑖𝑗 − 𝛽𝑖𝑗

′ (𝑡) = 

= 𝑅𝑖𝑗 + 𝛼𝑖𝑗(𝑡)[−𝑅𝑖𝑗 + 𝑟𝑖𝑗𝑅𝑖]. 

Приравняем коэффициенты при 𝑅𝑖𝑗: 

ln 𝛿 ∙ 𝛼𝑖𝑗(𝑡) − 𝛼𝑖𝑗
′ (𝑡) = 1 − 𝛼𝑖𝑗(𝑡). 

Приведём уравнение к линейному неоднородному виду: 

𝛼𝑖𝑗
′ (𝑡) − (1 + ln 𝛿)𝛼𝑖𝑗(𝑡) = −1. 

Решение соответствующего линейного однородного уравнения: 

𝛼𝑖𝑗(𝑡) = 𝐶𝑒(ln 𝛿+1)𝑡. 

Варьируем константу 𝐶 = 𝐶(𝑡)и решим неоднородное ли-

нейное уравнение: 

𝐶′(𝑡)𝑒(ln 𝛿+1)𝑡 + 1 = 0, 

откуда выразим производную 𝐶′(𝑡) = −𝑒−(ln 𝛿+1)𝑡, 

проинтегрировав которую, получим 

𝐶(𝑡) =
𝑒−(ln 𝛿+1)𝑡

1+ln 𝛿
+ 𝐶. 

Воспользовавшись условием 𝐶(𝑇) = 0, получим  

𝐶 = −
𝑒−(ln 𝛿+1)𝑇

1+ln 𝛿
. Отсюда  

𝐶(𝑡) =
𝑒−(ln 𝛿+1)𝑡−𝑒−(ln 𝛿+1)𝑇

1+ln 𝛿
. 

Тогда 𝛼𝑖𝑗(𝑡) =
1−𝑒(ln 𝛿+1)(𝑡−𝑇)

1+ln 𝛿
. Выясним знак𝛼𝑖𝑗(𝑡). Известно, 

что 𝑡 < 𝑇 и 𝛿 < 1. Тогда если 1 + ln 𝛿 > 0, то 𝑒−(ln 𝛿+1)(𝑡−𝑇) < 1, 

тогда 𝛼𝑖𝑗(𝑡) > 0, что противоречит рассматриваемому случаю. 

Если же 1 + ln 𝛿 < 0, то 𝑒(ln 𝛿+1)(𝑡−𝑇) > 1, тогда 𝛼𝑖𝑗(𝑡) > 0, что 

также противоречит рассматриваемому случаю. 

Мы пришли к противоречию, т.е. этот случай нереализуем. 

Рассмотрим задачу агента влияния (15), (16), (20) в непре-

рывном времени: 

𝐽𝑖 = ∫ 𝛿𝑡 ∙ 𝑅𝑖(𝑡)𝑑𝑡 → max
𝑇

0
, 

𝑟𝑖𝑗(𝑡) ≥ 0; ∑ 𝑟𝑖𝑗(𝑡) ≤ 1
𝑛𝑖
𝑗=1 ;𝐵𝑖(𝑡) ∈ {0,1}; 

𝑖 = 1, . . . , 𝑚; 𝑗 = 1, . . . , 𝑛𝑖; 
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𝑅𝑖
̇ = − ∑ 𝑟𝑖𝑗(𝑡)𝑛𝑖

𝑗=1 ∙ 𝑅𝑖(𝑡) + 𝑟𝑖(𝑡)𝑅(𝑡) +  

+𝐵𝑖(𝑡)[1 − (1 + 𝑀)𝑃(𝑧𝑖
𝑡)] ∑ 𝑏𝑖𝑗(𝑡) ∙ 𝑅𝑖𝑗(𝑡)𝑛𝑖

𝑗=1 ,  

𝑅𝑖
0 = 𝑅𝑖0; 

или с учётом найденных оптимальных стратегий базовых аген-

тов 

𝑅𝑖
̇ = − ∑ 𝑟𝑖𝑗(𝑡)𝑛𝑖

𝑗=1 ∙ 𝑅𝑖(𝑡) + 𝑟𝑖(𝑡)𝑅(𝑡); 𝑅𝑖
0 = 𝑅𝑖0.  

Составим уравнение Гамильтона – Якоби – Беллмана: 

ln 𝛿 ∙ 𝑉𝑖 −
𝜕𝑉𝑖

𝜕𝑡
= max

𝑟𝑖𝑗,𝐵𝑖

1≤𝑗≤𝑛

{𝑅𝑖(𝑡) + 

+
𝜕𝑉𝑖

𝜕𝑅𝑖
∙ [− ∑ 𝑟𝑖𝑗(𝑡)𝑛𝑖

𝑗=1 ∙ 𝑅𝑖(𝑡) + 𝑟𝑖(𝑡)𝑅(𝑡)]}. 

при ограничении ∑ 𝑟𝑖𝑗(𝑡)𝑛𝑖
𝑗=1 ≤ 1, 𝑟𝑖𝑗(𝑡) ≥ 0. Заметим, что значе-

ние переменных 𝐵𝑖(𝑡) становится безразличным. Уровень взя-

точничества агента влияния не имеет значения, так как базовые 

агенты взяток не дают. Кроме того, агент влияния не заинтере-

сован в увеличении величин  𝑢𝑖𝑗. 

Максимизируем правую часть уравнения по совокупности 

величин 𝑟𝑖𝑗, по которым симметричны уравнения и ограничения, 

поэтому 𝑟𝑖𝑗 = 𝑟𝑖𝑘. Условие первого порядка даёт независимое 

от этих переменных выражение: 

−
𝜕𝑉𝑖

𝜕𝑅𝑖
∙ 𝑅𝑖(𝑡).  

Если 
𝜕𝑉𝑖

𝜕𝑅𝑖
> 0, то 𝑟𝑖𝑗 минимальны, т.е. 𝑟𝑖𝑗 = 0. 

Если же 
𝜕𝑉𝑖

𝜕𝑅𝑖
< 0, то 𝑟𝑖𝑗должны быть как можно больше, но 

с учётом результата  𝑟𝑖𝑗 = 𝑟𝑖𝑘  и условия ∑ 𝑟𝑖𝑗(𝑡)𝑛𝑖
𝑗=1 ≤ 1 получа-

ем 𝑟𝑖𝑗 =
1

𝑛𝑖
. 

 Введём линейную функцию Беллмана 𝑉𝑖(𝑡, 𝑅𝑖) =
= 𝛼𝑖(𝑡) ∙ 𝑅𝑖 + 𝛽𝑖(𝑡). Рассмотрим два случая: 

1) 
𝜕𝑉𝑖

𝜕𝑅𝑖
= 𝛼𝑖(𝑡) > 0. В этом случае 𝑟𝑖𝑗(𝑡) = 0. Подставив из-

вестные зависимости в уравнение Гамильтона – Якоби –

 Беллмана, получим: 

(35) ln 𝛿 ∙ 𝛼𝑖(𝑡)𝑅𝑖 + ln 𝛿 ∙ 𝛽𝑖(𝑡) − 𝛼𝑖
′(𝑡)𝑅𝑖 − 𝛽𝑖

′(𝑡) = 

 = 𝑅𝑖(𝑡) + 𝛼𝑖(𝑡)𝑟𝑖(𝑡)𝑅(𝑡).  
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Приравняем коэффициенты при 𝑅𝑖: 

 ln 𝛿 ∙ 𝛼𝑖(𝑡) − 𝛼𝑖
′(𝑡) = 1. 

Решением это уравнения является 

𝛼𝑖(𝑡) =
1−𝛿𝑡−𝑇

ln 𝛿
. 

При t = 0  𝛼𝑖𝑗(0) =
1−𝛿−𝑇

ln 𝛿
. 

Приравняем свободные члены в (25): 

ln 𝛿 ∙ 𝛽𝑖(𝑡) − 𝛽𝑖
′(𝑡) = 𝛼𝑖(𝑡)𝑟𝑖(𝑡)𝑅(𝑡). 

Это уравнение также сводится к линейному неоднородно-

му, решение которого    

 𝛽𝑖(𝑡) = 𝐶(𝑡)𝛿𝑡, 
где 

𝐶′(𝑡) = −
𝑟𝑖𝑅

ln 𝛿
(𝛿−𝑡 − 𝛿−𝑇). 

После интегрирования получим 

 𝐶(𝑡) =
𝑟𝑖𝑅

ln 𝛿
(

𝛿−𝑡

ln 𝛿
+ 𝛿−𝑇𝑡) + 𝐶. 

Воспользовавшись условием 𝐶(𝑇) = 0, получим  

𝐶 = −
𝑟𝑖𝑅

ln 𝛿
(

𝛿−𝑇

ln 𝛿
+ 𝛿−𝑇𝑇). Отсюда  

𝐶(𝑡) =
𝑟𝑖𝑅

ln 𝛿
(

𝛿−𝑡−𝛿−𝑇

ln 𝛿
+ 𝛿−𝑇(𝑡 − 𝑇)). 

Тогда 𝛽𝑖(𝑡) =
𝑟𝑖𝑅

ln 𝛿
(

1−𝛿𝑡−𝑇

ln 𝛿
+ 𝛿𝑡−𝑇(𝑡 − 𝑇)). 

При t = 0 𝛽𝑖(0) =
𝑟𝑖𝑅

ln 𝛿
(

1−𝛿−𝑇

ln 𝛿
− 𝑇𝛿−𝑇). 

Получим оптимальное значение выигрыша агента нижнего 

уровня 

𝐽𝑖 = 𝑉𝑖(0, 𝑅𝑖0) =
1−𝛿−𝑇

ln 𝛿
∙ 𝑅𝑖0 +

𝑟𝑖𝑅

ln 𝛿
(

1−𝛿−𝑇

ln 𝛿
− 𝑇𝛿−𝑇). 

2) 
𝜕𝑉𝑖

𝜕𝑅𝑖
= 𝛼𝑖(𝑡) < 0. В этом случае 𝑟𝑖𝑗 =

1

𝑛𝑖
. Подставив извест-

ные зависимости в уравнение Гамильтона – Якоби – Беллмана, 

получим: 

ln 𝛿 ∙ 𝛼𝑖(𝑡)𝑅𝑖 + ln 𝛿 ∙ 𝛽𝑖(𝑡) − 𝛼𝑖
′(𝑡)𝑅𝑖 − 𝛽𝑖

′(𝑡) = 

= 𝑅𝑖(𝑡) + 𝛼𝑖(𝑡)[−𝑅𝑖(𝑡) + 𝑟𝑖(𝑡)𝑅(𝑡)]  

Приравняем коэффициенты при 𝑅𝑖: 

ln 𝛿 ∙ 𝛼𝑖(𝑡) − 𝛼𝑖
′(𝑡) = 1 − 𝛼𝑖(𝑡). 
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Доказательство противоречивости этого случая условию  

𝛼𝑖(𝑡) < 0 аналогично доказательству, приведенному выше для 

𝛼𝑖𝑗(𝑡) < 0. 

Рассмотрим задачу Центра (13), (14), (19) и (21) в непре-

рывном времени: 

𝐽𝑖 = ∫ 𝛿𝑡 ∙ 𝑅(𝑡)𝑑𝑡 → 𝑚𝑎𝑥
𝑇

0
, 

𝑟𝑖(𝑡) ≥ 0; 𝑧𝑖(𝑡) ≥ 0; ∑ (𝑟𝑖(𝑡) + 𝑧𝑖(𝑡)) ≤ 1𝑚
𝑖=1 ;  𝑖 = 1, . . . , 𝑚;  

𝑅̇ = − ∑ (𝑟𝑖(𝑡) + 𝑧𝑖(𝑡))𝑚
𝑖=1 ∙ 𝑅(𝑡) + 𝐹 (𝑞∗ ∑ ∑ 𝑅𝑖𝑗(𝑡)𝑛𝑖

𝑗=1
𝑚
𝑖=1 ),  

𝑅(0) = 𝑅0, 
𝑅(𝑡) ≥ 𝑅∗, 

или, с учётом найденных оптимальных стратегий базовых аген-

тов и линейности функции F, 

𝑅̇ = − ∑ (𝑟𝑖(𝑡) + 𝑧𝑖(𝑡))𝑚
𝑖=1 ∙ 𝑅(𝑡) + 𝐹 ∙ 𝑞∗ ∙ (∑ ∑ 𝑅𝑖𝑗(𝑡)

𝑛𝑖
𝑗=1

𝑚
𝑖=1 ).  

Составим уравнение Гамильтона – Якоби – Беллмана: 

ln 𝛿 ∙ 𝑉 −
𝜕𝑉

𝜕𝑡
= max

𝑟𝑖,𝑧𝑖

1≤𝑖≤𝑚

{𝑅(𝑡) + 

+
𝜕𝑉

𝜕𝑅
∙ [− ∑ (𝑟𝑖(𝑡) + 𝑧𝑖(𝑡))𝑚

𝑖=1 ∙ 𝑅(𝑡) +

𝐹 (𝑞∗ ∑ ∑ 𝑅𝑖𝑗(𝑡)
𝑛𝑖
𝑗=1

𝑚
𝑖=1 )]}  

при ограничении ∑ (𝑟𝑖(𝑡) + 𝑧𝑖(𝑡))𝑚
𝑖=1 ≤ 1, 𝑟𝑖(𝑡) ≥ 0, 𝑧𝑖(𝑡) ≥ 0. 

Найдём 𝑅𝑖𝑗(𝑡) из условий 

𝑅𝑖𝑗
̇ = −𝑏𝑖𝑗(𝑡) ∙ 𝑅𝑖𝑗(𝑡) + 𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡) + 𝑔𝑖𝑗(1 − 𝑢𝑖𝑗(𝑡)), 

𝑅𝑖𝑗(0) = 𝑅𝑖𝑗0. 

С учётом оптимальных стратегий агентов влияния и базо-

вых агентов необходимо решить задачу Коши 

𝑅𝑖𝑗
̇ = 𝑔𝑖𝑗(1 − 𝑞∗), 𝑅𝑖𝑗(0) = 𝑅𝑖𝑗0. 

Её решение: 

𝑅𝑖𝑗(𝑡) = 𝑅𝑖𝑗0𝑒−𝑔𝑖𝑗(1−𝑞∗)𝑡,, 
при этом  

∑ ∑ 𝑅𝑖𝑗(𝑡)
𝑛𝑖
𝑗=1

𝑚
𝑖=1 = ∑ ∑ 𝑅𝑖𝑗0𝑒−𝑔𝑖𝑗(1−𝑞∗)𝑡,𝑛𝑖

𝑗=1
𝑚
𝑖=1 . 

Тогда дифференциальное соотношение для 𝑅̇ имеет следу-

ющий вид: 

𝑅̇ = − ∑ (𝑟𝑖(𝑡) + 𝑧𝑖(𝑡))𝑚
𝑖=1 ∙ 𝑅(𝑡) +  
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+𝑞∗ ∙ 𝐹 ∙ (∑ ∑ 𝑅𝑖𝑗0𝑒−𝑔𝑖𝑗(1−𝑞∗)𝑡,𝑛𝑖
𝑗=1

𝑚
𝑖=1 ), 

а уравнение Гамильтона – Якоби – Беллмана имеет вид: 

ln 𝛿 ∙ 𝑉 −
𝜕𝑉

𝜕𝑡
= max

𝑟𝑖,𝑧𝑖

1≤𝑖≤𝑚

{𝑅(𝑡) +
𝜕𝑉

𝜕𝑅
[− ∑ (𝑟𝑖(𝑡) + 𝑧𝑖(𝑡))𝑚

𝑖=1 ∙ 𝑅(𝑡) +

+𝑞∗𝐹 ∙ (∑ ∑ 𝑅𝑖𝑗0𝑒−𝑔𝑖𝑗(1−𝑞∗)𝑡,𝑛𝑖
𝑗=1

𝑚
𝑖=1 )]}. 

Максимизируем правую часть этого уравнения по совокуп-

ности 𝑟𝑖 и 𝑧𝑖, по  каждой из которых симметричны уравнения 

и ограничения, поэтому 𝑟𝑖 = 𝑟𝑘 = 𝑧𝑖 = 𝑧𝑘. Условие первого 

порядка даёт независимое от этих переменных выражение: 

−
𝜕𝑉

𝜕𝑅
∙ 𝑅(𝑡). 

Если 
𝜕𝑉

𝜕𝑅
> 0, то 𝑟𝑖 = 𝑧𝑖 = 0. 

Если же 
𝜕𝑉

𝜕𝑅
< 0, то 𝑟𝑖𝑗должны быть как можно больше, но 

с учётом результата  𝑟𝑖 = 𝑟𝑘 = 𝑧𝑖 = 𝑧𝑘 и условия ∑ (𝑟𝑖(𝑡) +𝑚
𝑖=1

+𝑧𝑖(𝑡)) ≤ 1 получаем 𝑟𝑖 = 𝑧𝑖 =
1

2𝑚
. 

Введём линейную функцию Беллмана 𝑉𝑖(𝑡, 𝑅𝑖) = 𝛼(𝑡) ∙ 𝑅 +
+𝛽(𝑡). Рассмотрим два случая: 

1) 
𝜕𝑉

𝜕𝑅
= 𝛼(𝑡) > 0. В этом случае 𝑟𝑖 = 𝑧𝑖 = 0. Подставив из-

вестные зависимости в уравнение Гамильтона – Якоби –

 Беллмана, получим: 

(36) ln 𝛿 ∙ 𝛼(𝑡)𝑅 + ln 𝛿 ∙ 𝛽(𝑡) − 𝛼′(𝑡)𝑅 − 𝛽′(𝑡) =  

= 𝑅 + 𝛼(𝑡) ∙ 𝑞∗ ∙ 𝐹 ∙ (∑ ∑ 𝑅𝑖𝑗0𝑒−𝑔𝑖𝑗(1−𝑞∗)𝑡𝑛𝑖
𝑗=1

𝑚
𝑖=1 )  

Приравняем коэффициенты при 𝑅: 

ln 𝛿 ∙ 𝛼(𝑡) − 𝛼′(𝑡) = 1. 

Решение данного уравнения 

𝛼(𝑡) =
1−𝛿𝑡−𝑇

ln 𝛿
. 

При t = 0 𝛼(0) =
1−𝛿−𝑇

ln 𝛿
. 

Приравняем свободные члены в (26): 

ln 𝛿 ∙ 𝛽(𝑡) − 𝛽′(𝑡) = 𝛼(𝑡) ∙ 𝑞∗ ∙ 𝐹 ∙ (∑ ∑ 𝑅𝑖𝑗0𝑒−𝑔𝑖𝑗(1−𝑞∗)𝑡𝑛𝑖
𝑗=1

𝑚
𝑖=1 ), 

или, с учётом 𝛼(𝑡), 

ln 𝛿 ∙ 𝛽(𝑡) − 𝛽′(𝑡) = 
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=
𝑞∗∙𝐹

ln 𝛿
(∑ ∑ 𝑅𝑖𝑗0(𝑒−𝑔𝑖𝑗(1−𝑞∗)𝑡 − 𝑒−𝑔𝑖𝑗(1−𝑞∗)𝑡+(𝑡−𝑇) ln 𝛿)

𝑛𝑖
𝑗=1

𝑚
𝑖=1 ).  

Это уравнение также сводится к линейному неоднородному, 

решение которого    

𝛽𝑖(𝑡) = 𝐶(𝑡)𝛿𝑡, 
где  

𝐶′(𝑡) = −
𝑞∗∙𝐹𝛿−𝑡

ln 𝛿
(∑ ∑ 𝑅𝑖𝑗0(𝑒−𝑔𝑖𝑗(1−𝑞∗)𝑡 −

𝑛𝑖
𝑗=1

𝑚
𝑖=1

−𝑒−𝑔𝑖𝑗(1−𝑞∗)𝑡+(𝑡−𝑇) ln 𝛿)), 

или 

𝐶′(𝑡) = −
𝑞∗∙𝐹

ln 𝛿
(∑ ∑ 𝑅𝑖𝑗0 (𝑒−(𝑔𝑖𝑗(1−𝑞∗)+ln 𝛿)𝑡 −

𝑛𝑖
𝑗=1

𝑚
𝑖=1

−𝑒−𝑔𝑖𝑗(1−𝑞∗)𝑡−𝑇 ln 𝛿)). 

Интегрируя, получим 

𝐶(𝑡) =
𝑞∗∙𝐹

ln 𝛿
(∑ ∑ 𝑅𝑖𝑗0 (

𝑒
−(𝑔𝑖𝑗(1−𝑞∗)+ln 𝛿)𝑡

𝑔𝑖𝑗(1−𝑞∗)+ln 𝛿
−

𝑒
−𝑔𝑖𝑗(1−𝑞∗)𝑡−𝑇 ln 𝛿

𝑔𝑖𝑗(1−𝑞∗)
)

𝑛𝑖
𝑗=1

𝑚
𝑖=1 ) + 𝐶. 

Воспользовавшись условием 𝐶(𝑇) = 0, получим  

𝐶 = −
𝑞∗∙𝐹

ln 𝛿
(∑ ∑ 𝑅𝑖𝑗0 (

𝑒
−(𝑔𝑖𝑗(1−𝑞∗)+ln 𝛿)𝑇

𝑔𝑖𝑗(1−𝑞∗)+ln 𝛿
−

𝑒
−𝑔𝑖𝑗(1−𝑞∗)𝑇−𝑇 ln 𝛿

𝑔𝑖𝑗(1−𝑞∗)
)

𝑛𝑖
𝑗=1

𝑚
𝑖=1 ). 

Отсюда  

𝐶(𝑡) =
𝑞∗∙𝐹

ln 𝛿
(∑ ∑ 𝑅𝑖𝑗0 (

𝑒
−(𝑔𝑖𝑗(1−𝑞∗)+ln 𝛿)𝑡

−𝑒
−(𝑔𝑖𝑗(1−𝑞∗)+ln 𝛿)𝑇

𝑔𝑖𝑗(1−𝑞∗)+ln 𝛿
−

𝑛𝑖
𝑗=1

𝑚
𝑖=1

𝑒
−𝑔𝑖𝑗(1−𝑞∗)𝑡−𝑇 ln 𝛿

−𝑒
−𝑔𝑖𝑗(1−𝑞∗)𝑇−𝑇 ln 𝛿

𝑔𝑖𝑗(1−𝑞∗)
)). 

Отсюда 

𝛽𝑖(𝑡) =
𝑞∗∙𝐹

ln 𝛿
(∑ ∑ 𝑅𝑖𝑗0 (

𝑒
−𝑔𝑖𝑗(1−𝑞∗)𝑡

−𝑒
−𝑔𝑖𝑗(1−𝑞∗)𝑇+ln 𝛿(𝑡−𝑇)

𝑔𝑖𝑗(1−𝑞∗)+ln 𝛿
−

𝑛𝑖
𝑗=1

𝑚
𝑖=1

−
𝑒

−𝑔𝑖𝑗(1−𝑞∗)𝑡+(𝑡−𝑇) ln 𝛿
−𝑒

−𝑔𝑖𝑗(1−𝑞∗)𝑇+(𝑡−𝑇) ln 𝛿

𝑔𝑖𝑗(1−𝑞∗)
)).    

При t = 0 

𝛽𝑖(0) =
𝑞∗∙𝐹

ln 𝛿
(∑ ∑ 𝑅𝑖𝑗0 (

1−𝑒
−𝑔𝑖𝑗(1−𝑞∗+ln 𝛿)𝑇

𝑔𝑖𝑗(1−𝑞∗)+ln 𝛿
−

𝑛𝑖
𝑗=1

𝑚
𝑖=1

−
𝑒−𝑇 ln 𝛿−𝑒

−𝑔𝑖𝑗(1−𝑞∗+ln 𝛿)𝑇 ln 𝛿

𝑔𝑖𝑗(1−𝑞∗)
)). 

Получим оптимальное значение выигрыша базового агента  



 

Управление в социально-экономических системах 

123 

𝐽 = 𝑉(0, 𝑅0) =
1−𝛿−𝑇

ln 𝛿
∙ 𝑅0 +

𝑞∗∙𝐹

ln 𝛿
(∑ ∑ 𝑅𝑖𝑗0 (

1−𝑒
−𝑔𝑖𝑗(1−𝑞∗+ln 𝛿)𝑇

𝑔𝑖𝑗(1−𝑞∗)+ln 𝛿
−

𝑛𝑖
𝑗=1

𝑚
𝑖=1

−
𝑒−𝑇 ln 𝛿−𝑒

−𝑔𝑖𝑗(1−𝑞∗+ln 𝛿)𝑇 ln 𝛿

𝑔𝑖𝑗(1−𝑞∗)
)). 

2) 
𝜕𝑉

𝜕𝑅
= 𝛼(𝑡) < 0. В этом случае 𝑟𝑖 = 𝑧𝑖 =

1

2𝑚
. Подставив из-

вестные зависимости в уравнение Гамильтона – Якоби –

 Беллмана, получим: 

ln 𝛿 ∙ 𝛼(𝑡)𝑅 + ln 𝛿 ∙ 𝛽(𝑡) − 𝛼′(𝑡)𝑅 − 𝛽′(𝑡) = 

= 𝑅(𝑡) + 𝛼𝑖(𝑡) [−𝑅𝑖(𝑡) + 𝑞∗ ∙ 𝐹 ∙ (∑ ∑ 𝑅𝑖𝑗0𝑒−𝑔𝑖𝑗(1−𝑞∗)𝑡𝑛𝑖
𝑗=1

𝑚
𝑖=1 )].  

Приравняем коэффициенты при 𝑅𝑖: 

ln 𝛿 ∙ 𝛼(𝑡) − 𝛼′(𝑡) = 1 − 𝛼(𝑡). 

Доказательство противоречивости этого случая условию 

𝛼(𝑡) < 0 аналогично доказательству, приведенному выше для 

𝛼𝑖𝑗(𝑡) < 0. 

При этом величина 𝑅(𝑡)изменяется по следующему правилу: 

𝑅̇ = 𝑞∗ ∙ 𝐹 ∙ (∑ ∑ 𝑅𝑖𝑗0𝑒−𝑔𝑖𝑗(1−𝑞∗)𝑡,𝑛𝑖
𝑗=1

𝑚
𝑖=1 ) , 𝑅(0) = 𝑅0.  

Решением данной задачи Коши будет 

𝑅(𝑡) = 𝐶 − 𝑞∗ ∙ 𝐹 ∙ (∑ ∑
𝑅𝑖𝑗0𝑒

−𝑔𝑖𝑗(1−𝑞∗)𝑡,

𝑔𝑖𝑗(1−𝑞∗)

𝑛𝑖
𝑗=1

𝑚
𝑖=1 ). 

С учётом начального условия 𝐶 = 𝑅0 + 𝑞∗ ∙ 𝐹 ∙

(∑ ∑
𝑅𝑖𝑗0

𝑔𝑖𝑗(1−𝑞∗)

𝑛𝑖
𝑗=1

𝑚
𝑖=1 ), а значит 𝑅(𝑡) = 𝑅0 + 𝑞∗ ∙ 𝐹 × 

× (∑ ∑
𝑅𝑖𝑗0(1−𝑒

−𝑔𝑖𝑗(1−𝑞∗)𝑡
)

𝑔𝑖𝑗(1−𝑞∗)

𝑛𝑖
𝑗=1

𝑚
𝑖=1 ). 

Учитывая результаты, полученные для Центра, получаем для 

агентов влияния и базовых агентов следующие выигрыши 

и соотношения на количество накапливаемого ресурса. Для 

агента влияния выигрыш 

𝐽𝑖 =
1 − 𝛿−𝑇

ln 𝛿
∙ 𝑅𝑖0, 

а величина 𝑅𝑖(𝑡)изменяется по следующему правилу: 

𝑅𝑖
̇ = 0; 𝑅𝑖(0) = 𝑅𝑖0, 

откуда 𝑅𝑖(𝑡) = 𝑅𝑖0, что говорит о том, что ресурсы у агента 

влияния не уменьшаются, но и не увеличиваются, так как он 
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не тратит их на базовых агентов, но и Центр не выделяет аген-

там влияния ничего. Для базовых агентов  

𝐽𝑖𝑗 =
1−𝛿−𝑇

ln 𝛿
∙ 𝑅𝑖𝑗0 +

𝐺𝑖𝑗(1−𝑞∗)

ln 𝛿
(

1−𝛿−𝑇

ln 𝛿
− 𝑇𝛿−𝑇). 

Приложение 2. Исследование постановки 2 п.3 

Рассмотрим задачу базового агента (28), (29), (32) в непре-

рывном времени: 

𝐽𝑖𝑗 = ∫ 𝛿𝑡 {𝐺𝑖𝑗 ∙ (1 − 𝑢𝑖𝑗(𝑡) − 𝑏𝑖𝑗(𝑡)) ∙ 𝑅𝑖𝑗(𝑡) +
𝑇

0
  

+𝐹 ∙ 𝑢𝑖𝑗(𝑡) ∙ 𝑅𝑖𝑗(𝑡)}𝑑𝑡 → max; 

𝑢𝑖𝑗(𝑡) ≥ 𝑞 ∗ (1 − 𝑏𝑖𝑗(𝑡)) ; 𝑏𝑖𝑗(𝑡) ≥ 0; 𝑢𝑖𝑗(𝑡) + 𝑏𝑖𝑗(𝑡) ≤ 1; 

𝑖 = 1, . . . , 𝑚;  𝑗 = 1, . . . , 𝑛𝑖; 
𝑅𝑖𝑗

̇ = −(𝑏𝑖𝑗(𝑡) + 𝑢𝑖𝑗(𝑡)) ∙ 𝑅𝑖𝑗(𝑡) + 𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡), 𝑅𝑖𝑗(0) = 𝑅𝑖𝑗0. 

Составим уравнение Гамильтона – Якоби– Беллмана: 

ln 𝛿 ∙ 𝑉𝑖𝑗 −
𝜕𝑉𝑖𝑗

𝜕𝑡
= max

𝑢𝑖𝑗,𝑏𝑖𝑗

1≤𝑗≤𝑛

{𝐺𝑖𝑗 ∙ (1 − 𝑏𝑖𝑗(𝑡) − 𝑢𝑖𝑗(𝑡)) ∙ 𝑅𝑖𝑗(𝑡) + 

+𝐹 ∙ 𝑢𝑖𝑗(𝑡)𝑅𝑖𝑗(𝑡) +
𝜕𝑉𝑖𝑗

𝜕𝑅𝑖𝑗
∙ [−(𝑏𝑖𝑗(𝑡) + 𝑢𝑖𝑗(𝑡))𝑅𝑖𝑗(𝑡) + 𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡)]}  

при ограничении 𝑏𝑖𝑗(𝑡) + 𝑢𝑖𝑗(𝑡) ≤ 1, 𝑢𝑖𝑗(𝑡) ≥ 𝑞∗ (1 − 𝑏𝑖𝑗(𝑡)), 

 𝑏𝑖𝑗(𝑡) ≥ 0 

Максимизируем правую часть уравнения по совокупности 

𝑢𝑖𝑗 и 𝑏𝑖𝑗. Условия первого порядка даёт независимое от этих 

переменных выражение: 

по 𝑢𝑖𝑗 

−𝐺𝑖𝑗𝑅𝑖𝑗(𝑡) + 𝐹𝑅𝑖𝑗(𝑡) −
𝜕𝑉𝑖𝑗

𝜕𝑅𝑖𝑗
∙ 𝑅𝑖𝑗(𝑡) = 𝑅𝑖𝑗(𝑡) (−𝐺𝑖𝑗 + 𝐹 −

𝜕𝑉𝑖𝑗

𝜕𝑅𝑖𝑗
). 

по 𝑏𝑖𝑗: 

−𝐺𝑖𝑗𝑅𝑖𝑗(𝑡) −
𝜕𝑉𝑖𝑗

𝜕𝑅𝑖𝑗
∙ 𝑅𝑖𝑗(𝑡) = −𝑅𝑖𝑗(𝑡) (𝐺𝑖𝑗 +

𝜕𝑉𝑖𝑗

𝜕𝑅𝑖𝑗
). 

Отсюда 

𝑏𝑖𝑗 = {
0, 𝐺𝑖𝑗 +

𝜕𝑉𝑖𝑗

𝜕𝑅𝑖𝑗
> 0,

1 − 𝑢𝑖𝑗 , 𝐺𝑖𝑗 +
𝜕𝑉𝑖𝑗

𝜕𝑅𝑖𝑗
< 0,
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𝑢𝑖𝑗 = {
𝑞∗(1 − 𝑏𝑖𝑗), 𝐺𝑖𝑗 +

𝜕𝑉𝑖𝑗

𝜕𝑅𝑖𝑗
> 𝐹,

1, 𝐺𝑖𝑗 +
𝜕𝑉𝑖𝑗

𝜕𝑅𝑖𝑗
< 𝐹,

  

причём в одной и той же системе в одни моменты времени 

условие 𝐺𝑖𝑗 +
𝜕𝑉𝑖𝑗

𝜕𝑅𝑖𝑗
> 𝐹 может выполняться, а в другие – нет. 

Условие же 𝐺𝑖𝑗 +
𝜕𝑉𝑖𝑗

𝜕𝑅𝑖𝑗
> 0 не зависит от времени совсем. 

Исходя из этого, возможны два случая. Рассмотрим каждый 

их них, приняв за функцию Беллмана линейную функцию 

𝑉𝑖𝑗(𝑡, 𝑅𝑖𝑗) = 𝛼𝑖𝑗(𝑡) ∙ 𝑅𝑖𝑗 + 𝛽𝑖𝑗(𝑡). 

Первый случай 𝐺𝑖𝑗 + 𝛼𝑖𝑗 > 𝐹. В этом случае 𝑢𝑖𝑗 = 𝑞∗, 𝑏𝑖𝑗 = 0. 

Второй случай 𝐺𝑖𝑗 + 𝛼𝑖𝑗 < 𝐹. В этом случае 𝑢𝑖𝑗 = 1, 𝑏𝑖𝑗 = 0. 

Как видно, в любом случае 𝑏𝑖𝑗 = 0, т.е. платить взятку ба-

зовым агентам невыгодно. 

1) 𝐺𝑖𝑗 + 𝛼𝑖𝑗 > 𝐹. В этом случае 𝑢𝑖𝑗 = 𝑞∗, 𝑏𝑖𝑗 = 0. 

Подставив известные зависимости в уравнение Гамильто-

на – Якоби – Беллмана, получим: 

(37) ln 𝛿 ∙ 𝛼𝑖𝑗(𝑡)𝑅𝑖𝑗 + ln 𝛿 ∙ 𝛽𝑖𝑗(𝑡) − 𝛼𝑖𝑗
′ (𝑡)𝑅𝑖𝑗 − 𝛽𝑖𝑗

′ (𝑡) = 

= 𝐺𝑖𝑗(1 − 𝑞∗)𝑅𝑖𝑗(𝑡) + 𝐹𝑞∗𝑅𝑖𝑗(𝑡) + 

+𝛼𝑖𝑗(𝑡)[−𝑞∗ ∙ 𝑅𝑖𝑗(𝑡) + 𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡)] 

Приравняем коэффициенты при 𝑅𝑖𝑗: 

ln 𝛿 ∙ 𝛼𝑖𝑗(𝑡) − 𝛼𝑖𝑗
′ (𝑡) = 𝐺𝑖𝑗(1 − 𝑞∗) + 𝐹𝑞∗ − 𝑞∗𝛼𝑖𝑗(𝑡). 

Решив его методом вариации постоянной, получим  

𝛼𝑖𝑗(𝑡) =
𝐺𝑖𝑗(1−𝑞∗)+𝐹𝑞∗

𝑞∗+ln 𝛿
(1 − 𝑒(𝑞∗+ln 𝛿)(𝑡−𝑇)). 

При t = 0 𝛼𝑖𝑗(0) =
𝐺𝑖𝑗(1−𝑞∗)+𝐹𝑞∗

𝑞∗+ln 𝛿
(1 − 𝑒−(𝑞∗+ln 𝛿)𝑇). 

Заметим, что условие 𝐺𝑖𝑗 + 𝛼𝑖𝑗 > 𝐹  при этом выполняется, 

если 

𝐺𝑖𝑗 > 𝐹 (1 −
1−𝑒(𝑞∗+ln 𝛿)(𝑡−𝑇)

1 +ln 𝛿+(1−𝑞∗)𝑒(𝑞∗+ln 𝛿)(𝑡−𝑇)). 

Заметим также, что начиная с момента времени 

𝑡 = 𝑇 −
1

𝑞∗ +ln 𝛿
ln

1

1 − (𝑞∗ +ln 𝛿)(
𝐹−𝐺𝑖𝑗

𝑞∗(𝐹−𝐺𝑖𝑗)+𝐺𝑖𝑗
)
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это свойство выполняется. 

Приравняем свободные члены в (37): 

ln 𝛿 ∙ 𝛽𝑖𝑗(𝑡) − 𝛽𝑖𝑗
′ (𝑡) = 𝛼𝑖𝑗(𝑡)𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡), 

решение этого уравнения    

𝛽𝑖𝑗(𝑡) = 𝐶(𝑡)𝛿𝑡 , 

где  

𝐶′(𝑡) = −𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡)𝛿−𝑡 𝐺𝑖𝑗(1−𝑞∗)+𝐹𝑞∗

𝑞∗+ln 𝛿
(1 − 𝑒(𝑞∗+ln 𝛿)(𝑡−𝑇)).  

После интегрирования получим 

𝐶(𝑡) = 𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡)
𝐺𝑖𝑗(1 − 𝑞∗) + 𝐹𝑞∗

𝑞∗ + ln 𝛿
(

𝑒−(𝑞∗+ln 𝛿)𝑇+𝑞∗𝑡

𝑞∗
+

𝛿−𝑡

ln 𝛿
) + 𝐶. 

Воспользовавшись условием 𝐶(𝑇) = 0, получим  

𝐶 = −𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡)
𝐺𝑖𝑗(1−𝑞∗)+𝐹𝑞∗

𝑞∗+ln 𝛿
(

𝛿−𝑇

𝑞∗ +
𝛿−𝑇

ln 𝛿
). Отсюда  

𝐶(𝑡) = 𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡)
𝐺𝑖𝑗(1−𝑞∗)+𝐹𝑞∗

𝑞∗+ln 𝛿
(

𝑒−(𝑞∗+ln 𝛿)𝑇+𝑞∗𝑡−𝛿−𝑇

𝑞∗ +
𝛿−𝑡−𝛿−𝑇

ln 𝛿
). 

Тогда 𝛽𝑖𝑗(𝑡) = 𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡)
𝐺𝑖𝑗(1−𝑞∗)+𝐹𝑞∗

𝑞∗+ln 𝛿
(

(𝑒𝑞∗(𝑡−𝑇)−1)𝛿𝑡−𝑇

𝑞∗ +
1−𝛿𝑡−𝑇

ln 𝛿
). 

При t = 0 𝛽𝑖𝑗(0) = 𝑟𝑖𝑗0𝑅𝑖0
𝐺𝑖𝑗(1−𝑞∗)+𝐹𝑞∗

𝑞∗+ln 𝛿
(

(𝑒−𝑞∗𝑇−1)𝛿−𝑇

𝑞∗ +
1−𝛿−𝑇

ln 𝛿
). 

Получим оптимальное значение выигрыша базового агента  

𝐽𝑖𝑗 = 𝑉𝑖𝑗(0, 𝑅𝑖𝑗0) =
𝐺𝑖𝑗(1 − 𝑞∗) + 𝐹𝑞∗

𝑞∗ + ln 𝛿
(𝑒(𝑞∗+ln 𝛿)𝑇 − 1) ∙ 𝑅𝑖𝑗0 + 

+𝑟𝑖𝑗0𝑅𝑖0

𝐺𝑖𝑗(1 − 𝑞∗) + 𝐹𝑞∗

𝑞∗ + ln 𝛿
(

(𝑒−𝑞∗𝑇 − 1)𝛿−𝑇

𝑞∗
+

1 − 𝛿−𝑇

ln 𝛿
) = 

=
𝐺𝑖𝑗(1−𝑞∗)+𝐹𝑞∗

𝑞∗+ln 𝛿
((𝑒(𝑞∗+ln 𝛿)𝑇 − 1) ∙ 𝑅𝑖𝑗0 + 𝑟𝑖𝑗0𝑅𝑖0 (

(𝑒−𝑞∗𝑇−1)𝛿−𝑇

𝑞∗ +
1−𝛿−𝑇

ln 𝛿
)). 

2) 𝐺𝑖𝑗 + 𝛼𝑖𝑗 < 𝐹. В этом случае 𝑢𝑖𝑗 = 1, 𝑏𝑖𝑗 = 0. 

Подставив известные зависимости в уравнение Гамильто-

на – Якоби – Беллмана, получим: 

(38)  ln 𝛿 ∙ 𝛼𝑖𝑗(𝑡)𝑅𝑖𝑗 + ln 𝛿 ∙ 𝛽𝑖𝑗(𝑡) − 𝛼𝑖𝑗
′ (𝑡)𝑅𝑖𝑗 − 𝛽𝑖𝑗

′ (𝑡) = 

= 𝐹 ∙ 𝑅𝑖𝑗(𝑡) + 𝛼𝑖𝑗(𝑡)[−𝑅𝑖𝑗(𝑡) + 𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡)].  

Приравняем коэффициенты при 𝑅𝑖𝑗: 

ln 𝛿 ∙ 𝛼𝑖𝑗(𝑡) − 𝛼𝑖𝑗
′ (𝑡) = 𝐹 − 𝛼𝑖𝑗(𝑡). 

Приведём уравнение к линейному неоднородному виду: 

𝛼𝑖𝑗
′ (𝑡) − (𝑞∗ + ln 𝛿)𝛼𝑖𝑗(𝑡) + 𝐹 = 0. 

Решив его методом вариации постоянной, получим 
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𝛼𝑖𝑗(𝑡) =
𝐹

𝑞∗+ln 𝛿
(1 − 𝑒(𝑞∗+ln 𝛿)(𝑡−𝑇)). 

При t = 0 𝛼𝑖𝑗(0) =
𝐹

𝑞∗+ln 𝛿
(1 − 𝑒−(𝑞∗+ln 𝛿)𝑇). 

Заметим, что условие 𝐺𝑖𝑗 + 𝛼𝑖𝑗 < 𝐹  при этом выполняется, 

если 

𝐺𝑖𝑗 < 𝐹 (1 −
1−𝑒(𝑞∗+ln 𝛿)(𝑡−𝑇)

𝑞∗ +ln 𝛿
). 

Заметим, что до момента времени 

𝑡 = 𝑇 −
1

𝑞∗ +ln 𝛿
ln

1

1−(𝑞∗ +ln 𝛿)(1−
𝐺𝑖𝑗

𝐹
)
  

это свойство выполняется, т.е. со временем возможен переход 

агента от коллективизма к индивидуализму, но не наоборот. 

Момент перехода тем дальше, чем больше коэффициент выгоды 

от частной деятельности 𝐺𝑖𝑗. 

Приравняем свободные члены в (38): 

ln 𝛿 ∙ 𝛽𝑖𝑗(𝑡) − 𝛽𝑖𝑗
′ (𝑡) = 𝛼𝑖𝑗(𝑡)𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡). 

Решив это уравнение аналогично предыдущему случаю, по-

лучим 

𝛽𝑖𝑗(𝑡) = 𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡)
𝐹

𝑞∗+ln 𝛿
(

(𝑒𝑞∗(𝑡−𝑇)−1)𝛿𝑡−𝑇

𝑞∗ +
1−𝛿𝑡−𝑇

ln 𝛿
). 

При t = 0 𝛽𝑖𝑗(0) = 𝑟𝑖𝑗0𝑅𝑖0
𝐹

𝑞∗+ln 𝛿
(

(𝑒−𝑞∗𝑇−1)𝛿−𝑇

𝑞∗ +
1−𝛿−𝑇

ln 𝛿
). 

Получим оптимальное значение выигрыша базового агента  

𝐽𝑖𝑗 = 𝑉𝑖𝑗(0, 𝑅𝑖𝑗0) =
𝐹

𝑞∗ + ln 𝛿
(𝑒(𝑞∗+ln 𝛿)𝑇 − 1) ∙ 𝑅𝑖𝑗0 + 

+𝑟𝑖𝑗0𝑅𝑖0
𝐹

𝑞∗+ln 𝛿
(

(𝑒−𝑞∗𝑇−1)𝛿−𝑇

𝑞∗ +
1−𝛿−𝑇

ln 𝛿
) =  

=
𝐹

𝑞∗+ln 𝛿
((𝑒(𝑞∗+ln 𝛿)𝑇 − 1) ∙ 𝑅𝑖𝑗0 + 𝑟𝑖𝑗0𝑅𝑖0 (

(𝑒−𝑞∗𝑇−1)𝛿−𝑇

𝑞∗ +
1−𝛿−𝑇

ln 𝛿
)). 

Найдём 𝑅𝑖𝑗(𝑡) из уравнения 

𝑅𝑖𝑗
̇ = − (𝑏𝑖𝑗(𝑡) + 𝑢𝑖𝑗(𝑡)) ∙ 𝑅𝑖𝑗(𝑡) + 𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡), 𝑅𝑖𝑗(0) = 𝑅𝑖𝑗0. 

С учётом оптимальных стратегий базовых агентов необхо-

димо решить задачу Коши для индивидуалистов и коллективи-

стов.  

Для индивидуалистов задача Коши имеет вид 

𝑅𝑖𝑗
̇ = −𝑞∗ ∙ 𝑅𝑖𝑗(𝑡) + 𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡), 𝑅𝑖𝑗(0) = 𝑅𝑖𝑗0. 
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Её решение: 

𝑅𝑖𝑗(𝑡) = 𝑒−𝑞∗𝑡 (𝑅𝑖𝑗0 + ∫ 𝑒𝑞∗𝑡𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡)𝑑𝑡
𝑡

0
).. 

Для коллективистов задача Коши имеет вид 

𝑅𝑖𝑗
̇ = −𝑅𝑖𝑗(𝑡) + 𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡),  𝑅𝑖𝑗(0) = 𝑅𝑖𝑗0. 

Её решение: 

𝑅𝑖𝑗(𝑡) = 𝑒−𝑡 (𝑅𝑖𝑗0 + ∫ 𝑒𝑡𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡)𝑑𝑡
𝑡

0
). 

Рассмотрим задачу агента влияния (29), (30), (34) в непре-

рывном времени: 

𝐽𝑖 = ∫ 𝛿𝑡 {𝐺𝑖 ∙ (1 − ∑ 𝑟𝑖𝑗(𝑡)𝑛𝑖
𝑗=1 ) ∙ 𝑅𝑖(𝑡)

𝑇

0
+  

+𝐹 ∑ 𝑢𝑖𝑗(𝑡)𝑅𝑖𝑗(𝑡)
𝑛𝑖
𝑗=1 } 𝑑𝑡 → max, 

𝑟𝑖𝑗(𝑡) ≥ 0; ∑ 𝑟𝑖𝑗(𝑡) ≤ 1
𝑛𝑖
𝑗=1 ; 

 𝐵𝑖(𝑡) ∈ {0,1}; 𝑖 = 1, . . . , 𝑚; 𝑗 = 1, . . . , 𝑛𝑖; 
𝑅𝑖

̇ = − ∑ 𝑟𝑖𝑗(𝑡)𝑛𝑖
𝑗=1 ∙ 𝑅𝑖(𝑡) + 𝑟𝑖(𝑡)𝑅(𝑡) +  

+𝐵𝑖(𝑡)[1 − (1 + 𝑀)𝑃(𝑧𝑖
𝑡)] ∑ 𝑏𝑖𝑗(𝑡) ∙ 𝑅𝑖𝑗(𝑡)

𝑛𝑖
𝑗=1 , 

𝑅𝑖
0 = 𝑅𝑖0; 

или, с учётом найденных оптимальных стратегий нижнего 

уровня, 

𝑅𝑖
̇ = − ∑ 𝑟𝑖𝑗(𝑡)

𝑛𝑖

𝑗=1

∙ 𝑅𝑖(𝑡) + 𝑟𝑖(𝑡)𝑅(𝑡); 𝑅𝑖
0 = 𝑅𝑖0. 

Составим уравнение Гамильтона – Якоби – Беллмана: 

ln 𝛿 ∙ 𝑉𝑖 −
𝜕𝑉𝑖

𝜕𝑡
= max

𝑟𝑖𝑗,𝐵𝑖

1≤𝑗≤𝑛

{𝐺𝑖 ∙ (1 − ∑ 𝑟𝑖𝑗(𝑡)𝑛𝑖
𝑗=1 ) ∙ 𝑅𝑖(𝑡) +  

+𝐹 ∑ 𝑢𝑖𝑗(𝑡)𝑅𝑖𝑗(𝑡)
𝑛𝑖
𝑗=1 +

𝜕𝑉𝑖

𝜕𝑅𝑖
∙ [− ∑ 𝑟𝑖𝑗(𝑡)𝑛𝑖

𝑗=1 ∙ 𝑅𝑖(𝑡) + 𝑟𝑖(𝑡)𝑅(𝑡)]}. 

при ограничении ∑ 𝑟𝑖𝑗(𝑡)𝑛𝑖
𝑗=1 ≤ 1, 𝑟𝑖𝑗(𝑡) ≥ 0. 

Подставим оптимальные стратегии базовых агентов в дан-

ное уравнение. Для этого введём обозначение I={j|uj=q*}. Тогда 

ln 𝛿 ∙ 𝑉𝑖 −
𝜕𝑉𝑖

𝜕𝑡
= max

𝑟𝑖𝑗,𝐵𝑖

1≤𝑗≤𝑛

{𝐺𝑖 ∙ (1 − ∑ 𝑟𝑖𝑗(𝑡)𝑛𝑖
𝑗=1 ) ∙ 𝑅𝑖(𝑡) +  

+𝐹q∗𝑒−𝑞∗𝑡 ∑ (𝑅𝑖𝑗0 + ∫ 𝑒𝑞∗𝑡𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡)𝑑𝑡
𝑡

0
)𝑗∈𝐼 +  

+ 𝐹𝑒−𝑡 ∑ (𝑅𝑖𝑗0 + ∫ 𝑒𝑡𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡)𝑑𝑡
𝑡

0
)𝑗∉𝐼 +  
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+
𝜕𝑉𝑖

𝜕𝑅𝑖
∙ [− ∑ 𝑟𝑖𝑗(𝑡)𝑛𝑖

𝑗=1 ∙ 𝑅𝑖(𝑡) + 𝑟𝑖(𝑡)𝑅(𝑡)]}. 

Заметим, что значение переменных 𝐵𝑖(𝑡)становится безраз-

личным. Уровень взяточничества агентов влияния не имеет 

значения, так как базовые агентов взяток не дают. Кроме того, 

агенты влияния не заинтересованы в увеличении величин 𝑢𝑖𝑗. 

Максимизируем правую часть уравнения по совокупности 

величин 𝑟𝑖𝑗. Условие первого порядка даёт независимое от этих 

переменных выражение: 

Для индивидуалистов нижнего уровня 

−𝐺𝑖 ∙ 𝑅𝑖(𝑡) + 𝐹q∗𝑒−𝑞∗𝑡 ∫ 𝑒𝑞∗𝑡𝑅𝑖(𝑡)𝑑𝑡
𝑡

0
−

𝜕𝑉𝑖

𝜕𝑅𝑖
∙ 𝑅𝑖(𝑡), 

для коллективистов же  

−𝐺𝑖 ∙ 𝑅𝑖(𝑡) + 𝐹𝑒−𝑡 ∫ 𝑒𝑡𝑅𝑖(𝑡)𝑑𝑡
𝑡

0
−

𝜕𝑉𝑖

𝜕𝑅𝑖
∙ 𝑅𝑖(𝑡). 

Внутри каждой группы уравнения симметричны по своим пере-

менным, поэтому среди отдельно индивидуалистов или отдель-

но коллективистов нижнего уровня 𝑟𝑖𝑗 = 𝑟𝑖𝑘.  

Докажем, что 𝐹q∗𝑒−𝑞∗𝑡 ∫ 𝑒𝑞∗𝑡𝑅𝑖(𝑡)𝑑𝑡
𝑡

0
< 𝐹𝑒−𝑡 ∫ 𝑒𝑡𝑅𝑖(𝑡)𝑑𝑡

𝑡

0
. 

Исследование функции 𝑓(𝑧) = 𝑧𝑒𝑧(𝑡−𝜏)показывает, что она 

возрастает по z, а следовательно, ∫ 𝑞∗𝑒𝑞∗(𝑡−𝜏)𝑅𝑖(𝑡)𝑑𝑡
𝜏

0
< 

< ∫ 𝑒𝑡−𝜏𝑅𝑖(𝑡)𝑑𝑡
𝜏

0
. Поэтому возможны три случая: 

1) −𝐺𝑖 ∙ 𝑅𝑖(𝑡) + 𝐹𝑒−𝑡 ∫ 𝑒𝑡𝑅𝑖(𝑡)𝑑𝑡
𝑡

0
−

𝜕𝑉𝑖

𝜕𝑅𝑖
∙ 𝑅𝑖(𝑡) < 0; 

2) −𝐺𝑖 ∙ 𝑅𝑖(𝑡) + 𝐹𝑒−𝑡 ∫ 𝑒𝑡𝑅𝑖(𝑡)𝑑𝑡
𝑡

0
−

𝜕𝑉𝑖

𝜕𝑅𝑖
∙ 𝑅𝑖(𝑡) > 0,  

 −𝐺𝑖 ∙ 𝑅𝑖(𝑡) + 𝐹q∗𝑒−𝑞∗𝑡 ∫ 𝑒𝑞∗𝑡𝑅𝑖(𝑡)𝑑𝑡
𝑡

0
−

𝜕𝑉𝑖

𝜕𝑅𝑖
∙ 𝑅𝑖(𝑡) < 0, 

3) −𝐺𝑖 ∙ 𝑅𝑖(𝑡) + 𝐹q∗𝑒−𝑞∗𝑡 ∫ 𝑒𝑞∗𝑡𝑅𝑖(𝑡)𝑑𝑡
𝑡

0
−

𝜕𝑉𝑖

𝜕𝑅𝑖
∙ 𝑅𝑖(𝑡) > 0. 

Если −𝐺𝑖 ∙ 𝑅𝑖(𝑡) + 𝐹𝑒−𝑡 ∫ 𝑒𝑡𝑅𝑖(𝑡)𝑑𝑡
𝑡

0
−

𝜕𝑉𝑖

𝜕𝑅𝑖
∙ 𝑅𝑖(𝑡) < 0 

(в частности при 
𝜕𝑉𝑖

𝜕𝑅𝑖
> 0), то 𝑟𝑖𝑗 минимальны, т.е. 𝑟𝑖𝑗 = 0. Назо-

вем такого агента влияния индивидуалистом. 

Если же −𝐺𝑖 ∙ 𝑅𝑖(𝑡) + 𝐹𝑒−𝑡 ∫ 𝑒𝑡𝑅𝑖(𝑡)𝑑𝑡
𝑡

0
−

𝜕𝑉𝑖

𝜕𝑅𝑖
∙ 𝑅𝑖(𝑡) > 0, 

−𝐺𝑖 ∙ 𝑅𝑖(𝑡) + 𝐹q∗𝑒−𝑞∗𝑡 ∫ 𝑒𝑞∗𝑡𝑅𝑖(𝑡)𝑑𝑡
𝑡

0
−

𝜕𝑉𝑖

𝜕𝑅𝑖
∙ 𝑅𝑖(𝑡) < 0, то такому 

агенту влияния выгодно индивидуалистам нижнего уровня не 
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выделять ресурсы, а коллективистам поделить их поровну, 

т.е. 𝑟𝑖𝑗∈𝐼 = 0, 𝑟𝑖𝑗∉𝐼 =
1

|𝐼|
. 

Если же −𝐺𝑖 ∙ 𝑅𝑖(𝑡) + 𝐹q∗𝑒−𝑞∗𝑡 ∫ 𝑒𝑞∗𝑡𝑅𝑖(𝑡)𝑑𝑡
𝑡

0
−

𝜕𝑉𝑖

𝜕𝑅𝑖
∙ 𝑅𝑖(𝑡) > 0, 

то 𝑟𝑖𝑗 должны быть как можно больше, но с учётом линейности 

слагаемых в целевой функции 𝐹q∗𝑒−𝑞∗𝑡 ∑ (𝑅𝑖𝑗0 +𝑗∈𝐼

+ ∫ 𝑒𝑞∗𝑡𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡)𝑑𝑡
𝑡

0
) +  𝐹𝑒−𝑡 ∑ (𝑅𝑖𝑗0 + ∫ 𝑒𝑡𝑟𝑖𝑗(𝑡)𝑅𝑖(𝑡)𝑑𝑡

𝑡

0
)𝑗∉𝐼  

получаем, что все ресурсы выгодно выделять туда, где эффек-

тивность их использованиянаибольшая, т.е. коллективистам 

нижнего уровня. Тогда случаи 2) и 3) можно объединить в один, 

при котором −𝐺𝑖 ∙ 𝑅𝑖(𝑡) + 𝐹𝑒−𝑡 ∫ 𝑒𝑡𝑅𝑖(𝑡)𝑑𝑡
𝑡

0
−

𝜕𝑉𝑖

𝜕𝑅𝑖
∙ 𝑅𝑖(𝑡) > 0 

(в частности при 
𝜕𝑉𝑖

𝜕𝑅𝑖
< 0). То есть если агент влияния знает, что 

базовый агент является индивидуалистом, то ему ресурсы выде-

ляться не будут.  

 Введём линейную функцию Беллмана 𝑉𝑖(𝑡, 𝑅𝑖) =
= 𝛼𝑖(𝑡) ∙ 𝑅𝑖 + 𝛽𝑖(𝑡). Рассмотрим два случая: 

1) −𝐺𝑖 ∙ 𝑅𝑖(𝑡) + 𝐹𝑒−𝑡 ∫ 𝑒𝑡𝑅𝑖(𝑡)𝑑𝑡
𝑡

0
−

𝜕𝑉𝑖

𝜕𝑅𝑖
∙ 𝑅𝑖(𝑡) < 0 (в част-

ности при 𝛼𝑖(𝑡) > 0). В этом случае 𝑟𝑖𝑗(𝑡) = 0. Подставив из-

вестные зависимости в уравнение Гамильтона – Якоби –

 Беллмана, получим: 

(39) ln 𝛿 ∙ 𝛼𝑖(𝑡)𝑅𝑖 + ln 𝛿 ∙ 𝛽𝑖(𝑡) − 𝛼𝑖
′(𝑡)𝑅𝑖 − 𝛽𝑖

′(𝑡) = 

= 𝐺𝑖𝑅𝑖(𝑡) + 𝐹𝑞∗ ∑ 𝑅𝑖𝑗(𝑡)𝑗∈𝐼 +  𝐹 ∑ 𝑅𝑖𝑗(𝑡)𝑗∉𝐼 +  

+𝛼𝑖(𝑡)𝑟𝑖(𝑡)𝑅(𝑡)  
C учётом оптимальной стратегии агентов влияния для индиви-

дуалистов 

𝑅𝑖𝑗(𝑡) = 𝑒−𝑞∗𝑡𝑅𝑖𝑗0, 

для коллективистов  

𝑅𝑖𝑗(𝑡) = 𝑒−𝑡𝑅𝑖𝑗0. 

Подставим эти выражения в уравнение Гамильтона –

 Якоби – Беллмана: 

ln 𝛿 ∙ 𝛼𝑖(𝑡)𝑅𝑖 + ln 𝛿 ∙ 𝛽𝑖(𝑡)𝑅𝑖 − 𝛼𝑖
′(𝑡) − 𝛽𝑖

′(𝑡) = 𝐺𝑖 ∙ 𝑅𝑖(𝑡) + 

+𝐹𝑞∗𝑒−𝑞∗𝑡 ∑ 𝑅𝑖𝑗0𝑗∈𝐼 +  𝐹𝑒−𝑡 ∑ 𝑅𝑖𝑗0𝑗∉𝐼 + 𝛼𝑖(𝑡) ∙ [𝑟𝑖(𝑡)𝑅(𝑡)] 

Приравняем коэффициенты при 𝑅𝑖: 



 

Управление в социально-экономических системах 

131 

ln 𝛿 ∙ 𝛼𝑖(𝑡) − 𝛼𝑖
′(𝑡) = 𝐺𝑖. 

Его решение 

𝛼𝑖(𝑡) =
𝐺𝑖

ln 𝛿
(1 − 𝛿𝑡−𝑇). 

При t = 0  𝛼𝑖𝑗(0) =
𝐺𝑖

ln 𝛿
(1 − 𝛿−𝑇). 

Приравняем свободные члены в (39): 

ln 𝛿 ∙ 𝛽𝑖(𝑡) − 𝛽𝑖
′(𝑡) = 𝐹𝑞∗𝑒−𝑞∗𝑡 ∑ 𝑅𝑖𝑗0𝑗∈𝐼 +  𝐹𝑒−𝑡 ∑ 𝑅𝑖𝑗0𝑗∉𝐼 +

+𝛼𝑖(𝑡)𝑟𝑖(𝑡)𝑅(𝑡), 

Это уравнение также сводится к линейному неоднородно-

му, решение которого    

𝛽𝑖(𝑡) = 𝐶(𝑡)𝛿𝑡, 
где  

𝐶′(𝑡) = −𝐹𝑞∗𝑒−(𝑞∗+ln 𝛿)𝑡 ∑ 𝑅𝑖𝑗0𝑗∈𝐼 −  𝐹𝑒−(1+ln 𝛿)𝑡 ∑ 𝑅𝑖𝑗0𝑗∉𝐼 −

−𝑟𝑖(𝑡)𝑅(𝑡)
𝐺𝑖

ln 𝛿
(𝛿−𝑡 − 𝛿−𝑇). 

После интегрирования получим 

𝐶(𝑡) =
𝐹𝑞∗𝑒−(𝑞∗+ln 𝛿)𝑡

𝑞∗+ln 𝛿
∑ 𝑅𝑖𝑗0𝑗∈𝐼 +

 𝐹𝑒−(1+ln 𝛿)𝑡

1+ln 𝛿
∑ 𝑅𝑖𝑗0𝑗∉𝐼 +  

+𝑟𝑖(𝑡)𝑅(𝑡)
𝐺𝑖

ln 𝛿
(

𝛿−𝑡

ln 𝛿
+ 𝛿−𝑇𝑡) + 𝐶. 

Воспользовавшись условием 𝐶(𝑇) = 0, получим 

𝐶 = −
𝐹𝑞∗𝑒−(𝑞∗+ln 𝛿)𝑇

𝑞∗+ln 𝛿
∑ 𝑅𝑖𝑗0𝑗∈𝐼 −  

−
 𝐹𝑒−(1+ln 𝛿)𝑇

1+ln 𝛿
∑ 𝑅𝑖𝑗0𝑗∉𝐼 −𝑟𝑖(𝑡)𝑅(𝑡)

𝐺𝑖𝛿−𝑇(1+𝑇 ln 𝛿)

ln2 𝛿
. 

Отсюда  

𝐶(𝑡) =
𝐹𝑞∗ ∑ 𝑅𝑖𝑗0𝑗∈𝐼

𝑞∗ + ln 𝛿
(𝑒−(𝑞∗+ln 𝛿)𝑡 − 𝑒−(𝑞∗+ln 𝛿)𝑇) + 

+
 𝐹 ∑ 𝑅𝑖𝑗0𝑗∉𝐼

1 + ln 𝛿
(𝑒−(1+ln 𝛿)𝑡 − 𝑒−(1+ln 𝛿)𝑇) + 

+𝑟𝑖(𝑡)𝑅(𝑡)
𝐺𝑖

ln 𝛿
(

𝛿−𝑡−𝛿−𝑇

ln 𝛿
+ 𝛿−𝑇(𝑡 − 𝑇)). 

Тогда 𝛽𝑖(𝑡) =
𝐹𝑞∗ ∑ 𝑅𝑖𝑗0𝑗∈𝐼

𝑞∗+ln 𝛿
(𝑒−𝑞∗𝑡 − 𝑒−𝑞∗𝑇𝛿𝑡−𝑇) + 

+
 𝐹 ∑ 𝑅𝑖𝑗0𝑗∉𝐼

1 + ln 𝛿
(𝑒−𝑡 − 𝑒−𝑇𝛿𝑡−𝑇) + 

+𝑟𝑖(𝑡)𝑅(𝑡)
𝐺𝑖

ln 𝛿
(

𝛿−𝑡−𝛿−𝑇

ln 𝛿
+ 𝛿−𝑇(𝑡 − 𝑇)). 
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При t = 0 𝛽𝑖(0) =
𝐹𝑞∗ ∑ 𝑅𝑖𝑗0𝑗∈𝐼

𝑞∗+ln 𝛿
(1 − 𝑒−𝑞∗𝑇𝛿−𝑇) + 

+
 𝐹 ∑ 𝑅𝑖𝑗0𝑗∉𝐼

1+ln 𝛿
(1 − 𝑒−𝑇𝛿−𝑇) + 𝑟𝑖(0)𝑅0

𝐺𝑖

ln 𝛿
(

1−𝛿−𝑇

ln 𝛿
− 𝑇𝛿−𝑇). 

Получим оптимальное значение выигрыша базового агента 

𝐽𝑖 = 𝑉𝑖(0, 𝑅𝑖0) =
𝐺𝑖

ln 𝛿
(1 − 𝛿−𝑇) ∙ 𝑅𝑖0 + 

+
𝐹𝑞∗ ∑ 𝑅𝑖𝑗0𝑗∈𝐼

𝑞∗ + ln 𝛿
(1 − 𝑒−𝑞∗𝑇𝛿−𝑇) +

 𝐹 ∑ 𝑅𝑖𝑗0𝑗∉𝐼

1 + ln 𝛿
(1 − 𝑒−𝑇𝛿−𝑇) + 

+𝑟𝑖(0)𝑅0
𝐺𝑖

ln 𝛿
(

1−𝛿−𝑇

ln 𝛿
− 𝑇𝛿−𝑇). 

2)  −𝐺𝑖 ∙ 𝑅𝑖(𝑡) + 𝐹𝑒−𝑡 ∫ 𝑒𝑡𝑅𝑖(𝑡)𝑑𝑡
𝑡

0
−

𝜕𝑉𝑖

𝜕𝑅𝑖
∙ 𝑅𝑖(𝑡) > 0. В этом 

случае 𝑟𝑖𝑗∈𝐼 = 0, 𝑟𝑖𝑗∉𝐼 =
1

|𝐼|
. Подставив известные зависимости 

в уравнение Гамильтона – Якоби– Беллмана, получим: 

ln 𝛿 ∙ 𝛼𝑖(𝑡)𝑅𝑖 + ln 𝛿 ∙ 𝛽𝑖(𝑡) − 𝛼𝑖
′(𝑡)𝑅𝑖 − 𝛽𝑖

′(𝑡) = 

= 𝐹𝑞∗ ∑ 𝑅𝑖𝑗(𝑡)𝑗∈𝐼 +  𝐹 ∑ 𝑅𝑖𝑗(𝑡)𝑗∉𝐼 + 𝛼𝑖(𝑡)[−𝑅𝑖(𝑡) + 𝑟𝑖(𝑡)𝑅(𝑡)] . 

Для индивидуалистов 

𝑅𝑖𝑗(𝑡) = 𝑒−𝑞∗𝑡𝑅𝑖𝑗0. 
Для коллективистов   

𝑅𝑖𝑗(𝑡) = 𝑒−𝑡 (𝑅𝑖𝑗0 +
1

|𝐼|
∫ 𝑒𝑡𝑅𝑖(𝑡)𝑑𝑡

𝑡

0
). 

Интегрируя по частям, найдем  

∫ 𝑒𝑡𝑅𝑖(𝑡)𝑑𝑡
𝑡

0
= 𝑒𝑡𝑅𝑖(𝑡) + ∫ 𝑒𝑡𝑅𝑖(𝑡)𝑑𝑡 −

𝑡

0 ∫ 𝑒𝑡𝑟𝑖(𝑡)𝑅(𝑡)𝑑𝑡
𝑡

0
.  

Отсюда 𝑒𝑡𝑅𝑖(𝑡) = ∫ 𝑒𝑡𝑟𝑖(𝑡)𝑅(𝑡)𝑑𝑡
𝑡

0
, а значит,  

∫ 𝑒𝑡𝑅𝑖(𝑡)𝑑𝑡
𝑡

0
= ∫ ∫ 𝑒𝑡𝑟𝑖(𝑡)𝑅(𝑡)𝑑𝑡

𝑡

0
𝑑𝑡

𝑡

0
. 

Следовательно, для коллективистов   

𝑅𝑖𝑗(𝑡) = 𝑒−𝑡 (𝑅𝑖𝑗0 +
1

|𝐼|
∫ ∫ 𝑒𝑡𝑟𝑖(𝑡)𝑅(𝑡)𝑑𝑡

𝑡

0
𝑑𝑡

𝑡

0
). 

Подставив известные зависимости в уравнение Гамильто-

на – Якоби – Беллмана, получим: 

ln 𝛿 ∙ 𝛼𝑖(𝑡)𝑅𝑖 + ln 𝛿 ∙ 𝛽𝑖(𝑡) − 𝛼𝑖
′(𝑡)𝑅𝑖 − 𝛽𝑖

′(𝑡) = 

= 𝐹𝑞∗𝑒−𝑞∗𝑡 ∑ 𝑅𝑖𝑗0𝑗∈𝐼 + 𝐹𝑒−𝑡 ∑ 𝑅𝑖𝑗0𝑖∉𝐼 + 

+
𝐹𝑒−𝑡

|𝐼|
∫ ∫ 𝑒𝑡𝑟𝑖(𝑡)𝑅(𝑡)𝑑𝑡

𝑡

0
𝑑𝑡 +

𝑡

0
𝛼𝑖(𝑡)[−𝑅𝑖(𝑡) + 𝑟𝑖(𝑡)𝑅(𝑡)]. 

Приравняем коэффициенты при 𝑅𝑖: 

ln 𝛿 ∙ 𝛼𝑖(𝑡) − 𝛼𝑖
′(𝑡) = −𝛼𝑖(𝑡). 
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Решением соответствующего линейного однородного уравнения 

будет: 

𝛼𝑖(𝑡) = 𝐶𝑒(1+ln 𝛿)𝑡, 

что с учётом условия 𝐶(𝑇) = 0 даёт 𝛼𝑖(𝑡) = 0, чего быть не 

может. Следовательно, агенты влияния могут быть только инди-

видуалистами. 

Тогда количество ресурсов у агента среднего уровня меня-

ется по правилу 

𝑅𝑖(𝑡) = 𝑅𝑖0 + ∫ 𝑟𝑖(𝑡)𝑅(𝑡)𝑑𝑡
𝑡

0
. 

Рассмотрим задачу Центра (27), (28), (33) и (36) в непре-

рывном времени: 

(40) 𝐽0 = ∫ 𝛿𝑡{𝐺 ∙ (1 − ∑ (𝑟𝑖(𝑡) + 𝑧𝑖(𝑡))𝑚
𝑖=1 ) ∙ 𝑅(𝑡)

𝑇

0
+ 

+𝐹 ∙ ∑ ∑ 𝑢𝑖𝑗(𝑡)𝑅𝑖𝑗(𝑡)
𝑛𝑖
𝑗=1

𝑚
𝑖=1 } 𝑑𝑡 → max  

𝑟𝑖(𝑡) ≥ 0; 𝑧𝑖(𝑡) ≥ 0; ∑ (𝑟𝑖(𝑡) + 𝑧𝑖(𝑡)) ≤ 1𝑚
𝑖=1 ; 𝑖 = 1, … , 𝑚;  

𝑅̇ = − ∑ (𝑟𝑖(𝑡) + 𝑧𝑖(𝑡))𝑚
𝑖=1 ∙ 𝑅(𝑡) +  

𝐹 ∙ (∑ ∑ 𝑢𝑖𝑗(𝑡)𝑅𝑖𝑗(𝑡)𝑛𝑖
𝑗=1

𝑚
𝑖=1 ) +  

+𝑀 ∑ 𝐵𝑖(𝑡)𝑃(𝑧𝑖(𝑡))𝑅𝑖(𝑡)𝑚
𝑖=1 , 𝑅(0) = 𝑅0,  

𝑅(𝑡) ≥ 𝑅∗. 

С учётом найденных оптимальных стратегий базовых аген-

тов, 

𝑅̇ = − ∑ (𝑟𝑖(𝑡) + 𝑧𝑖(𝑡))𝑚
𝑖=1 ∙ 𝑅(𝑡) + 𝑞∗ ∙ 𝐹 ∙ 𝑒−𝑞∗𝑡 ∑ ∑ 𝑅𝑖𝑗0𝑗∈𝐼

𝑚
𝑖=1 +  

+𝐹𝑒−𝑡 ∑ ∑ 𝑅𝑖𝑗0𝑗∉𝐼
𝑚
𝑖=1 . 

Составим уравнение Гамильтона – Якоби – Беллмана: 

ln 𝛿 ∙ 𝑉 −
𝜕𝑉

𝜕𝑡
= max

𝑟𝑖,𝑧𝑖

1≤𝑖≤𝑚

{𝐺0 ∙ (1 − ∑ (𝑟𝑖(𝑡) + 𝑧𝑖(𝑡))𝑚
𝑖=1 ) ∙ 𝑅(𝑡) +  

+𝑞∗ ∙ 𝐹 ∙ 𝑒−𝑞∗𝑡 ∑ ∑ 𝑅𝑖𝑗0𝑗∈𝐼
𝑚
𝑖=1 + 𝐹𝑒−𝑡 ∑ ∑ 𝑅𝑖𝑗0𝑗∉𝐼

𝑚
𝑖=1 +   

+
𝜕𝑉

𝜕𝑅
(− ∑ (𝑟𝑖(𝑡) + 𝑧𝑖(𝑡))𝑚

𝑖=1 𝑅(𝑡) + 𝑞∗ ∙ 𝐹 ∙ 𝑒−𝑞∗𝑡 ∑ ∑ 𝑅𝑖𝑗0𝑗∈𝐼 +𝑚
𝑖=1  +

𝐹𝑒−𝑡 ∑ ∑ 𝑅𝑖𝑗0𝑗∉𝐼
𝑚
𝑖=1 ).   

при ограничении ∑ (𝑟𝑖(𝑡) + 𝑧𝑖(𝑡))𝑚
𝑖=1 ≤ 1, 𝑟𝑖(𝑡) ≥ 0, 𝑧𝑖(𝑡) ≥ 0. 

Максимизируем правую часть уравнения по совокупности 𝑟𝑖 и 

𝑧𝑖, по каждой из которых симметричны уравнения и ограниче-

ния, поэтому 𝑟𝑖 = 𝑟𝑘 = 𝑧𝑖 = 𝑧𝑘. Условие первого порядка даёт 

независимое от этих переменных выражение: 
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−𝐺0 ∙ 𝑅(𝑡) −
𝜕𝑉

𝜕𝑅
∙ 𝑅(𝑡) = 𝑅(𝑡) (−𝐺0 −

𝜕𝑉

𝜕𝑅
)ю 

Если −𝐺0 −
𝜕𝑉

𝜕𝑅
< 0 (в частности при 

𝜕𝑉

𝜕𝑅
> 0), то 𝑟𝑖𝑗, т.е.  

𝑟𝑖 = 𝑧𝑖 = 0. 

Если же −𝐺0 −
𝜕𝑉

𝜕𝑅
> 0, то 𝑟𝑖𝑗должны быть как можно боль-

ше, но с учётом условия результата  𝑟𝑖 = 𝑟𝑘 = 𝑧𝑖 = 𝑧𝑘 и условия 

∑ (𝑟𝑖(𝑡) + 𝑧𝑖(𝑡))𝑚
𝑖=1 ≤ 1 получаем 𝑟𝑖 = 𝑧𝑖 =

1

2𝑚
. 

 Введём линейную функцию Беллмана 𝑉𝑖(𝑡, 𝑅𝑖) = 𝛼(𝑡) ∙ 𝑅 +
+𝛽(𝑡). Рассмотрим два случая: 

1) −𝐺0 −
𝜕𝑉

𝜕𝑅
< 0 = −𝐺0 − 𝛼(𝑡) < 0 (в частности при 𝛼𝑖(𝑡) > 0). 

В этом случае 𝑟𝑖 = 𝑧𝑖 = 0. Подставив известные зависимости 

в уравнение Гамильтона – Якоби – Беллмана, получим: 

ln 𝛿 ∙ 𝛼(𝑡)𝑅 + ln 𝛿 ∙ 𝛽(𝑡) − 𝛼′(𝑡)𝑅 − 𝛽′(𝑡) = 

= 𝐺0𝑅+𝑞∗ ∙ 𝐹 ∙ 𝑒−𝑞∗𝑡 ∑ ∑ 𝑅𝑖𝑗0𝑗∈𝐼
𝑚
𝑖=1 + 𝐹𝑒−𝑡 ∑ ∑ 𝑅𝑖𝑗0𝑗∉𝐼

𝑚
𝑖=1 +  

+𝛼𝑖(𝑡) ⋅ 𝑞∗ ∙ 𝐹 ∙ 𝑒−𝑞∗𝑡 ∑ ∑ 𝑅𝑖𝑗0𝑗∈𝐼
𝑚
𝑖=1 +  

+𝛼𝑖(𝑡) ⋅ 𝐹 ∙ 𝑒−𝑡 ∑ ∑ 𝑅𝑖𝑗0𝑗∉𝐼
𝑚
𝑖=1 .  

Приравняем коэффициенты при 𝑅: 

ln 𝛿 ∙ 𝛼(𝑡) − 𝛼𝑖
′(𝑡) = 𝐺0. 

Решение данного уравнения 

𝛼(𝑡) =
𝐺0

ln 𝛿
(1 − 𝛿𝑡−𝑇). 

При t = 0 𝛼(0) =
𝐺0

ln 𝛿
(1 − 𝛿−𝑇). 

Приравняем свободные члены в уравнении Гамильтона –

 Якоби – Беллмана: 

ln 𝛿 ∙ 𝛽(𝑡) − 𝛽′(𝑡) = 𝑞∗𝐹𝑒−𝑞∗𝑡 ∑ ∑ 𝑅𝑖𝑗0𝑗∈𝐼
𝑚
𝑖=1 +

𝐹𝑒−𝑡 ∑ ∑ 𝑅𝑖𝑗0𝑗∉𝐼
𝑚
𝑖=1 +  

+𝛼𝑖(𝑡)(𝑞∗𝐹𝑒−𝑞∗𝑡 ∑ ∑ 𝑅𝑖𝑗0𝑗∈𝐼
𝑚
𝑖=1 + 𝐹𝑒−𝑡 ∑ ∑ 𝑅𝑖𝑗0𝑗∉𝐼

𝑚
𝑖=1 ),  

или, с учётом 𝛼(𝑡), 

ln 𝛿 ∙ 𝛽(𝑡) − 𝛽′(𝑡) = 𝑞∗𝐹𝑒−𝑞∗𝑡 ∑ ∑ 𝑅𝑖𝑗0𝑗∈𝐼
𝑚
𝑖=1 + 𝐹𝑒−𝑡 ∑ ∑ 𝑅𝑖𝑗0𝑗∉𝐼

𝑚
𝑖=1 +  

+
𝐺0

ln 𝛿
(1 − 𝛿𝑡−𝑇)(𝑞∗𝐹𝑒−𝑞∗𝑡 ∑ ∑ 𝑅𝑖𝑗0𝑗∈𝐼

𝑚
𝑖=1 + 𝐹𝑒−𝑡 ∑ ∑ 𝑅𝑖𝑗0𝑗∉𝐼

𝑚
𝑖=1 ).  

Для уменьшения громоздкости выражений введём обозна-

чения 𝐴 = 𝑞∗𝐹 ∑ ∑ 𝑅𝑖𝑗0𝑗∈𝐼
𝑚
𝑖=1 , 𝐵 = 𝐹 ∑ ∑ 𝑅𝑖𝑗0𝑗∉𝐼

𝑚
𝑖=1 . Тогда урав-

нение Гамильтона – Якоби – Беллмана принимает вид 

ln 𝛿 ∙ 𝛽(𝑡) − 𝛽′(𝑡) = 𝐴𝑒−𝑞∗𝑡 + 𝐵𝑒−𝑡 + 
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+
𝐺0

ln 𝛿
(1 − 𝛿𝑡−𝑇)(𝐴𝑒−𝑞∗𝑡 + 𝐵𝑒−𝑡). 

Решив его методом вариации постоянной, получим 

𝛽𝑖(𝑡) =
𝐴(𝑒−𝑞∗𝑡−𝑒−𝑞∗𝑇𝛿𝑡−𝑇)

𝑞∗+𝑙𝑛𝛿
(1 +

𝐺0

ln 𝛿
) +  

+
𝐵(𝑒−𝑡−𝑒−𝑇𝛿𝑡−𝑇)

1+𝑙𝑛𝛿
(1 +

𝐺0

ln 𝛿
) −

𝐺0𝛿𝑡−𝑇𝐴(𝑒−𝑞∗𝑡−𝑒−𝑞∗𝑇)

𝑞∗ ln 𝛿
−  

−
𝐺0𝛿𝑡−𝑇𝐵(𝑒−𝑡−𝑒−𝑇)

ln 𝛿
. 

При t = 0 

𝛽𝑖(0) =
𝐴(1−𝑒−𝑞∗𝑇𝛿−𝑇)

𝑞∗+𝑙𝑛𝛿
(1 +

𝐺0

ln 𝛿
) +

𝐵(1−𝑒−𝑇𝛿−𝑇)

1+𝑙𝑛𝛿
(1 +

𝐺0

ln 𝛿
)  

−
𝐺0𝛿−𝑇𝐴(1−𝑒−𝑞∗𝑇)

𝑞∗ ln 𝛿
−

𝐺0𝛿−𝑇𝐵(1−𝑒−𝑇)

ln 𝛿
. 

С учетом обозначений A и B, получим 

𝛽𝑖(0) =
𝑞∗𝐹 ∑ ∑ 𝑅𝑖𝑗0𝑗∈𝐼

𝑚
𝑖=1 (1−𝑒−𝑞∗𝑇𝛿−𝑇)

𝑞∗+𝑙𝑛𝛿
(1 +

𝐺0

ln 𝛿
) +  

+
𝐹 ∑ ∑ 𝑅𝑖𝑗0𝑗∉𝐼

𝑚
𝑖=1 (1−𝑒−𝑇𝛿−𝑇)

1+𝑙𝑛𝛿
(1 +

𝐺0

ln 𝛿
) −  

−
𝐺0𝛿−𝑇𝑞∗𝐹 ∑ ∑ 𝑅𝑖𝑗0𝑗∈𝐼

𝑚
𝑖=1 (1−𝑒−𝑞∗𝑇)

𝑞∗ ln 𝛿
−

𝐺0𝛿−𝑇𝐹 ∑ ∑ 𝑅𝑖𝑗0𝑗∉𝐼
𝑚
𝑖=1 (1−𝑒−𝑇)

ln 𝛿
. 

Получим оптимальное значение выигрыша базового агента 

𝐽 = 𝑉(0, 𝑅0) =
𝐺𝑖0

ln 𝛿
(1 − 𝛿−𝑇) ∙ 𝑅0 + 

+
𝑞∗𝐹 ∑ ∑ 𝑅𝑖𝑗0𝑗∈𝐼

𝑚
𝑖=1 (1 − 𝑒−𝑞∗𝑇𝛿−𝑇)

𝑞∗ + 𝑙𝑛𝛿
(1 +

𝐺0

ln 𝛿
) + 

+
𝐹 ∑ ∑ 𝑅𝑖𝑗0𝑗∉𝐼

𝑚
𝑖=1 (1 − 𝑒−𝑇𝛿−𝑇)

1 + 𝑙𝑛𝛿
(1 +

𝐺0

ln 𝛿
) − 

−
𝐺0𝛿−𝑇𝑞∗𝐹 ∑ ∑ 𝑅𝑖𝑗0𝑗∈𝐼

𝑚
𝑖=1 (1−𝑒−𝑞∗𝑇)

𝑞∗ ln 𝛿
−

𝐺0𝛿−𝑇𝐹 ∑ ∑ 𝑅𝑖𝑗0𝑗∉𝐼
𝑚
𝑖=1 (1−𝑒−𝑇)

ln 𝛿
. 

2) −𝐺0 −
𝜕𝑉

𝜕𝑅
= −𝐺0 − 𝛼(𝑡) > 0. В этом случае 𝑟𝑖 = 𝑧𝑖 =

1

2𝑚
. 

Подставив известные зависимости в уравнение Гамильтона –

 Якоби – Беллмана, получим: 

ln 𝛿 ∙ 𝛼(𝑡)𝑅 + ln 𝛿 ∙ 𝛽(𝑡) − 𝛼′(𝑡)𝑅 − 𝛽′(𝑡) = 

= 𝑞∗ ∙ 𝐹 ∙ 𝑒−𝑞∗𝑡 ∑ ∑ 𝑅𝑖𝑗0𝑗∈𝐼
𝑚
𝑖=1 + 𝐹𝑒−𝑡 ∑ ∑ 𝑅𝑖𝑗0𝑗∉𝐼

𝑚
𝑖=1 +  
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+𝛼𝑖(𝑡)[−𝑅(𝑡) + 𝑞∗𝐹𝑒−𝑞∗𝑡 ∑ ∑ 𝑅𝑖𝑗0𝑗∈𝐼
𝑚
𝑖=1 +

𝐹𝑒−𝑡 ∑ ∑ 𝑅𝑖𝑗0𝑗∉𝐼
𝑚
𝑖=1 ]. 

Приравняем коэффициенты при 𝑅𝑖: 

ln 𝛿 ∙ 𝛼(𝑡) − 𝛼′(𝑡) = −𝛼(𝑡). 

Приведём уравнение к линейному однородному виду: 

𝛼′(𝑡) − (1 + ln 𝛿)𝛼(𝑡) = 0. 

Решение соответствующего линейного однородного уравнения: 

𝛼(𝑡) = 𝐶𝑒(ln 𝛿+1)𝑡. 

Воспользовавшись условием 𝐶(𝑇) = 0, получим  𝐶 = 0, откуда 

𝛼𝑖(𝑡) = 0. Мы пришли к противоречию, этот случай нереализу-

ем. 

При этом величина 𝑅(𝑡)изменяется по следующему правилу: 

𝑅̇ = 𝑞∗𝐹𝑒−𝑞∗𝑡 ∑ ∑ 𝑅𝑖𝑗0𝑗∈𝐼
𝑚
𝑖=1 + 𝐹𝑒−𝑡 ∑ ∑ 𝑅𝑖𝑗0𝑗∉𝐼

𝑚
𝑖=1 , 𝑅(0) = 𝑅0.  

Решение данной задачи Коши 

𝑅(𝑡) = 𝑅0 + 𝐹(∑ ∑ 𝑅𝑖𝑗0𝑗∈𝐼
𝑚
𝑖=1 )(1 − 𝑒−𝑞∗𝑡) +  

+𝐹(∑ ∑ 𝑅𝑖𝑗0𝑗∉𝐼
𝑚
𝑖=1 )(1 − 𝑒−𝑡). 

Учитывая результаты, полученные для Центра, получаем для 

агентов влияния и базовых агентов следующие выигрыши 

и соотношения на количество накапливаемого ресурса. Для 

агента влияния выигрыш 

𝐽𝑖 =
𝐺𝑖

ln 𝛿
(1 − 𝛿−𝑇) ∙ 𝑅𝑖0 + 

+
𝐹q∗ ∑ 𝑅𝑖𝑗0𝑗∈𝐼

𝑞∗ + ln 𝛿
(1 − 𝑒−𝑞∗𝑇𝛿−𝑇) +

 𝐹 ∑ 𝑅𝑖𝑗0𝑗∉𝐼

1 + ln 𝛿
(1 − 𝑒−𝑇𝛿−𝑇), 

а величина 𝑅𝑖(𝑡)изменяется по следующему закону: 

𝑅𝑖
̇ = 0; 𝑅𝑖(0) = 𝑅𝑖0, 

откуда 𝑅𝑖(𝑡) = 𝑅𝑖0, что говорит о том, что ресурсы у агента 

влияния не уменьшаются, но и не увеличиваются, так как он не 

тратит их на базовых агентов, но и Центр не выделяет агентам 

влияния ничего. Для индивидуалиста нижнего уровня  

𝐽𝑖𝑗 =
𝐺𝑖𝑗(1−𝑞∗)+𝐹𝑞∗

𝑞∗+ln 𝛿
(𝑒(𝑞∗+ln 𝛿)𝑇 − 1) ∙ 𝑅𝑖𝑗0, 

а величина 𝑅𝑖𝑗(𝑡)изменяется по следующему закону: 

𝑅𝑖𝑗(𝑡) = 𝑅𝑖𝑗0𝑒−𝑞∗𝑡. 

Для коллективиста нижнего уровня  
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𝐽𝑖𝑗 =
𝐹

1+ln 𝛿
(𝑒(1+ln 𝛿)𝑇 − 1) ∙ 𝑅𝑖𝑗0, 

а величина 𝑅𝑖𝑗(𝑡) изменяется по следующему закону: 

𝑅𝑖𝑗(𝑡) = 𝑅𝑖𝑗0𝑒−𝑡. 
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СЦЕНАРНЫЕ ТЕХНОЛОГИИ В УПРАВЛЕНИИ 

РАЗВИТИЕМ НЕФТЕГАЗОВОГО КОМПЛЕКСА 

АРКТИЧЕСКОЙ ЗОНЫ РОССИЙСКОЙ ФЕДЕРАЦИИ 

Команич Н. В.1, Чернов И. В.2, Шелков А. Б. 3 

(ФГБУН Институт проблем управления  
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ности процессов управления социально-экономическим развитием российско-

го Севера в условиях санкционного давления. Рассмотрены основные направ-

ления реализации государственной политики РФ в арктическом регионе 

в условиях воздействия широкого спектра угроз и ограничений, носящих как 

внешний, так и внутренний характер. Приведены результаты сценарного 

исследования возможных направлений развития и условий функционирования 

нефтегазовой отрасли в Арктике. В качестве инструмента исследования 

использован математический аппарат сценарного моделирования и прогно-

зирования, основным преимуществом которого является возможность 

предвосхищения наиболее важных событий в развитии ситуации в процессе 

управления крупномасштабными системами, а также формирования спек-

тра альтернативных сценариев, позволяющих не только оценивать управлен-

ческие решения, но и выявлять новые возможности достижения поставлен-

ных целей управления в условиях неполной информации и неопределенности. 

На базе математического аппарата знаковых ориентированных графов 

разработана технология сценарного исследования, составляющая основу 

программного комплекса имитационного моделирования. Сформирована 

базовая многофакторная сценарная модель управления освоением ресурсов 

Арктической зоны России и ряд ее модификаций. Результатом исследования 

моделей являются разработанные сценарии, анализ которых, в частности, 

показал, что в крайне сложной экономической ситуации, вызванной внешним 

санкционным давлением, наиболее эффективной является управленческая 

стратегия, основанная на опережающем наращивании финансовой и иных 

видов поддержки, реализуемых на территории российского Севера нефтега-

зовых проектов, осуществляемых различными экономическими субъектами. 

Ключевые слова: управление, сценарный анализ, имитационное моде-

лирование, Арктическая зона РФ, государственная поддержка, нефте-

газовая отрасль. 

                                           
1 Никита Владимирович Команич, старший инженер-программист 

(komanichnickitca@gmail.com). 
2 Игорь Викторович Чернов, к.т.н., в.н.с. (ichernov@gmail.com). 
3 Алексей Борисович Шелков, к.т.н., в.н.с. (abshelkov@gmail.com). 



 

Управление в социально-экономических системах 

139 

1. Введение 

Развитие Арктической зоны Российской Федерации (АЗРФ) 

приобретает все большее значение в социально-экономическом 

развитии страны и в укреплении ее потенциала. В современных 

условиях стратегическое значение природных ресурсов Арктики 

(в Арктической зоне сосредоточено примерно четверть отече-

ственных запасов нефти и более 70% газа), а также морских 

судоходных путей и материковой инфраструктуры для поступа-

тельного и устойчивого развития России существенно возраста-

ет, особенно в долгосрочной перспективе.  

В 2020 г. утверждены «Основы государственной политики 

Российской Федерации в Арктике на период до 2035 года» (утв. 

Указом Президента РФ от 5 марта 2020 г. №164) и «Стратегия 

развития Арктической зоны Российской Федерации и обеспече-

ния национальной безопасности на период до 2035 года» (утв. 

Указом Президента РФ от 26 октября 2020 г. №645), 

а в 2021 г. – Государственная программа «Социально-экономи-

ческое развитие Арктической зоны Российской Федерации» 

(утв. Постановлением Правительства РФ от 30 марта 2021 г. 

№ 484), представляющие собой основополагающие доктри-

нальные документы, определяющие стратегические цели, ос-

новные направления и задачи, а также механизмы реализации 

государственной политики РФ в Арктическом регионе.  

В настоящее время вся территория российской Арктики 

стала особой экономической зоной, в рамках которой созданы 

территории опережающего развития «Столица Арктики» 

и «Чукотка». По данным Научно-экспертного совета Государ-

ственной комиссии по вопросам развития Арктики, в 2023 г. 

в арктических преференциальных режимах реализуется 

695 проектов с государственной поддержкой с объемом инве-

стиций 1,6 трлн рублей, при этом к 2030 году их количество 

должно возрасти до 1300 [5]. 

Однако в последние годы значительное негативное влияние 

на развитие АЗРФ оказывают обострение мировой внешнеполи-

тической ситуации, широкомасштабное санкционное давление 

на Российскую Федерацию, попытки блокирования доступа 
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российской экономики на важнейшие глобальные рынки това-

ров и услуг и максимально возможного воспрепятствования 

социально-экономическому, производственно-технологическому, 

научно-техническому и т.д. развитию нашей страны. Это приво-

дит к нарастанию существующих и появлению принципиально 

новых угроз устойчивому развитию АЗРФ и, соответственно, 

к необходимости повышения эффективности государственного 

управления в рассматриваемой предметной области в условиях 

возрастания рисков, ограничений и угроз реализации целей 

и приоритетов освоения Арктики. 

2. Анализ основных проблем развития Арктической 

зоны РФ 

Эффективная реализация государственной политики 

в АЗРФ невозможна без учета широкого спектра внешних 

и внутренних угроз и ограничений в условиях нарастания агрес-

сивности антироссийской внешней политики геополитических 

противников нашей страны. Внешние угрозы в первую очередь 

связаны с усилением экономического давления на Россию 

и сотрудничающие с ней дружественные страны, ужесточением 

совокупности первичных и вторичных экономических санкций, 

попытками разрушения системы международного сотрудниче-

ства России с зарубежными странами, а также ограничением 

доступа нашей страны на мировые финансовый, энергетический 

и товарный рынки и т.д. Проблемы освоения АЗРФ связаны 

и целым рядом внутренних рисков, определяемых сложивши-

мися социально-экономическими и инфраструктурными осо-

бенностями развития российских арктических территорий, 

географическим положением и природно-климатическими 

условиями северного мультирегиона и т.д.  

С точки зрения управления АЗРФ является сложной систе-

мой, имеющей большое количество параметров, структуру 

взаимосвязей которых сложно выявить, а также характеризую-

щейся [19, 20, 22]:  

 обширной территориальной распределенностью объектов 

управления различного типа в границах мультирегиона;  
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 высоким уровнем сложности функциональных, матери-

ально-финансовых, информационных и иных взаимосвязей 

(взаимозависимостей) между ними;  

 крайне широким спектром разнородных качественных 

и количественных показателей и параметров, описывающих 

состояние, характер и тенденции развития АЗРФ;  

 наличием большого числа экономических субъектов 

с различными интересами и целями, которые необходимо согла-

совывать в процессе управления развитием АЗРФ; 

 высоким уровнем неопределенности, значительным чис-

лом внешних и внутренних угроз развитию АЗРФ, а также 

связанных с ними рисков различной природы;  

 широким спектром функциональных задач управления 

развитием АЗРФ; 

 наличием внешних и внутренних угроз реализации целей 

развития этого региона; 

 динамичностью обстановки, связанной с непрерывно из-

меняющимися условиями и ограничениями, как временными 

так и ресурсными; 

 высокой сложностью процедур мониторинга и подготовки 

управленческих решений, а также обеспечения должной резуль-

тативности их реализации, а также формирования и оценки 

эффективности достижения целей управления; 

 значительной ролью опережающего комплексного мони-

торинга и контроля хода реализации крупных и имеющих стра-

тегическое значение проектов развития Арктики, а также упре-

ждающего выявления и многосторонней оценки ключевых 

тенденций социального и экономического развития российского 

Севера и страны в целом; 

 потребностью существенных затрат ресурсов и времени 

для своего развития.  

Экономическое значение Арктики во многом определяется 

потенциалом нефтегазодобывающей отрасли, которая преиму-

щественно ориентирована на морскую логистику, обеспечива-

ющую загрузку Северного морского пути (транспортировка 

нефти, сжиженного природного газа и угля). Одновременно 
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с этим в настоящее время освоение ресурсов Арктической зоны 

(включая шельфовую поверхность и дно арктических аквато-

рий) сталкивается с целым рядом проблем, связанных с недо-

статочной разведанностью и трудностями освоения уже откры-

тых месторождений в условиях внешнего санкционного давле-

ния, что в ряде случаев приводит к необходимости корректи-

ровки сроков осуществления арктических проектов. Кроме того, 

негативное влияние оказывают и возникшие проблемы с по-

ставками продукции за рубеж у экспортоориентированных 

предприятий из-за санкций, возрастают трудности с приобрете-

нием импортных запчастей и технологических компонентов, 

а также техническим обслуживанием оборудования [8].  

Проведенный анализ основных проблем развития нефтега-

зового комплекса позволил выделить пять их категорий: эконо-

мические, инфраструктурные, технологические, природно-

климатические и экологические (анализ геополитических 

и военных угроз развитию АЗРФ в настоящей работе не рас-

сматривается). 

Экономические проблемы.  Одним из основных источников 

затрат нефтегазовой отрасли является технологическое обору-

дование для добычи, транспортировки и переработки добывае-

мых углеводородных ресурсов. В современных условиях стои-

мость как самого оборудования, так и логистики его доставки, 

а также затраты на его установку и техническую поддержку 

во время эксплуатации резко возрастают. Одновременно с этим 

возрастает и актуальность задач интенсификации инновацион-

ного пути развития технологий добычи и переработки углево-

дородов, что также требует капитальных вложений. Немало-

важную роль в данной проблеме играет и недостаточная эффек-

тивность механизмов государственной поддержки и стимулиро-

вания интереса компаний к геологоразведке и разработке новых 

месторождений. 

К экономическим проблемам также следует отнести вола-

тильность и периодическое снижение цен на углеводороды на 

внешнем рынке, резкое изменение которых приводит к падению 

нефтегазовых доходов федерального бюджета, негативно ска-

зывается на целом ряде бюджетных показателей и может про-
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воцировать инфляционные процессы, что, в свою очередь, 

приводит к необходимости увеличения объема инвестиций 

в отрасль. Значительное влияние оказывает и трансформация 

рынка, поскольку негативные (связанные с санкционным давле-

нием) и труднопредсказуемые изменения в рыночной экономике 

безусловно являются дестабилизирующими факторами в добы-

вающей отрасли.  

Инфраструктурные проблемы.  В настоящее время транс-

портная инфраструктура Арктики состоит из двух неравнознач-

ных территорий: с одной стороны – западных регионов АЗРФ 

(за исключением Ненецкого автономного округа), где сформи-

рована достаточно развитая и связанная с центром России 

транспортная сеть, с другой – арктических районов Сибири 

и Дальнего Востока, в которых наземные транспортные комму-

никации практически отсутствуют, вследствие чего сообщение 

с другими регионами страны обеспечивается только воздушным 

и водным транспортом [13]. Сложившаяся ситуация предопре-

деляет важнейшее значение проблемы создания единой аркти-

ческой транспортной системы как фундамента для развития 

экономики АЗРФ, которая в идеале должна включать Северный 

морской путь, гражданскую авиацию, железнодорожное и авто-

мобильное транспортное сообщение, а также трубопроводы 

и береговую инфраструктуру. Сложность решения данной про-

блемы заключается в экстремальности климатических условий, 

существенно повышающих трудоемкость дорожного строитель-

ства, а также в масштабах северных территорий, неравномерно-

сти расселения, труднодоступности отдельных районов и т.д. 

Технологические проблемы.  В период глобальной неста-

бильности возрастают затраты на разработку и внедрение инно-

ваций, а также технологическую модернизацию добывающей 

отрасли, потребность в которых обусловлена необходимостью 

повышения эффективности функционирования и развития 

нефтегазового комплекса, являющегося базовым сегментом 

экономики АЗРФ. Внешние экономические санкции существен-

но ограничили доступ российских компаний к современным 

технологиям, а сегодня на долю импорта приходится почти 38% 

приобретаемого и используемого в нефтегазовой отрасли обо-
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рудования. В отрасли ощущается острая нехватка не только 

современного технологического оборудования, но и систем 3D-

геологического моделирования, программного обеспечения для 

интерпретации результатов сейсморазведки и данных геофизи-

ческих исследований скважин и т.д. [7].  

С серьезными проблемами сталкиваются крупные проекты 

освоения шельфовых месторождений, решение которых требует 

много времени, ресурсов и внушительных инвестиций в силу 

высокой технологической и технической сложности их разра-

ботки, а также научно-исследовательского обоснования. 

В настоящий момент главной проблемой является недостаток, 

а иногда и отсутствие современных технических средств для 

разведки и освоения шельфовых и глубоководных морских 

месторождений. Разработка и организация промышленного 

производства необходимого высокотехнологичного оборудова-

ния требует существенных затрат. Кроме того, затраты на вы-

полнение строительно-монтажных работ также оказывают 

большое влияние на стоимость проектов. 

Природно-климатические проблемы.  Регион характеризу-

ется жесткими климатическими условиями, являющимися 

одними из самых суровых на планете. Определяемые высокими 

широтами низкие температуры в мультирегионе могут дости-

гать до –60°C (в среднем температура составляет около –30°C 

в зимние месяцы и –5…+5°C – в летние). Арктическая террито-

рия характеризуется сильными ветрами, обширным ледовым 

покровом морской поверхности, дрейфующими айсбергами, 

разрушительной силой морских волн, сильными снегопадами. 

На суше – вечная мерзлота, представляющая собой верхнюю 

часть земной коры глубиной от 500 м, температура которой 

не поднимается выше 0°C. В то же время территория региона 

почти не подвержена каким-либо сейсмическим воздействиям.  

Определенную тревогу вызывают наблюдаемые климати-

ческие изменения и распространение экстремальных природных 

явлений, интенсивность которых в настоящее время возрастает. 

Тем не менее, хотя пока отсутствует единая точка зрения науч-

ного и экспертного сообществ о причинах и характере климати-

ческих изменений на длительном временном горизонте, связан-
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ные с ними риски и проблемы необходимо учитывать, особенно 

на этапах разработки крупных проектов развития АЗРФ. 

Экологические проблемы.  Природа и экосистема Арктики 

характеризуются высокой чувствительностью к антропогенному 

воздействию, а также длительными сроками восстановления 

после значительного внешнего вмешательства. Как результат, 

крайне слабая экоустойчивость природы российского Севера 

определяет высокий уровень ее уязвимости. В силу этого разра-

ботка, освоение и эксплуатация месторождений углеводородов 

как на материковой части АЗРФ, так на шельфе характеризуют-

ся повышенными экологическими рисками. 

Выделенные особенности АЗРФ как объекта управления, 

а также сложности реализации процессов управления развитием 

этого региона страны приводят к необходимости совершенство-

вания существующих и разработки новых методов и подходов 

к повышению эффективности вырабатываемых управленческих 

решений. В качестве одного из таких подходов к решению 

поставленной проблемы повышения качества управления разви-

тием подобных крупномасштабных социально-экономических 

систем является использование методологии сценарного анали-

за [6, 11]. Сценарный подход позволяет снизить имеющуюся 

неопределенность при анализе сложных систем и исследовать 

альтернативные варианты развития ситуации при различных 

внешних условиях и управленческих воздействиях. Кроме того, 

данный подход позволяет оценить результативность управлен-

ческих решений в условиях риска, неопределенности и ограни-

чений различного типа, а также определять необходимые 

управляющие воздействия для реализации желаемых сценариев. 

3. Методы и технологии сценарного анализа 

в управлении развитием социально-экономических 

систем 

В настоящее время с появлением целого комплекса рас-

смотренных выше принципиально новых внешних угроз 

и санкционных ограничений, а также непосредственно связан-

ных с ними проблем задачи управления обеспечением безопас-
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ного и устойчивого социально-экономического развития страны 

существенно усложнились. В реалиях сегодняшнего дня ис-

пользование только традиционных подходов и методов управ-

ления развитием крупномасштабных социально-экономических 

систем (СЭС) становится очевидно недостаточным в силу их 

реактивности (преимущественной ориентации на первоочеред-

ное решение уже возникших острых проблем, связанных 

с развитием негативных явлений и процессов как во внешней, 

так и во внутренней среде), что неизбежно приводит к сниже-

нию эффективности и результативности принимаемых управ-

ленческих решений, особенно в условиях неопределенности 

и рисков реализации угроз различной природы, вследствие чего, 

как показывает практика, в данной ситуации наиболее успешно 

обеспечивается решение в основном оперативных задач. Таким 

образом, если система управления ограничивается лишь реак-

цией на вызовы и угрозы, а также противодействием в основном 

последствиям неблагоприятных ситуаций, она принципиально 

неспособна обеспечить успешное достижение стратегических 

и среднесрочных целей социально-экономического развития, 

поскольку эффективное решение данных задач становится 

крайне затруднительным, а во многих случаях и невозможным, 

что в современных условиях является основным источником 

снижения качества и результативности управленческих реше-

ний [18]. 

Здесь следует подчеркнуть, что реактивность как возмож-

ность системы управления оперативно реагировать на возника-

ющие проблемы безусловно необходима в силу того, что она 

обеспечивает как минимум снятие их остроты и стабилизацию 

ситуации на определенный период времени, однако ориентация 

только на сиюминутные проблемы в долгосрочной перспективе 

может привести к серьезным и труднопредсказуемым послед-

ствиям. 

Соответственно, необходимым условием повышения эф-

фективности процессов управления развитием СЭС, особенно 

на длительном временном горизонте, является смещение акцен-

та с задач реактивного характера на опережающие и направлен-

ные на предотвращение кризисных ситуаций задачи, основой 
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решения которых является целевой прогноз изменения обста-

новки как во внешней, так и во внутренней среде. Данный 

прогноз обеспечивает возможность выделения и последующего 

анализа совокупности характеризующих внешние риски и внут-

ренние «окна» уязвимости ключевых факторов, а также иденти-

фикации потенциальных угроз целям и задачам управления 

развитием СЭС, что в итоге позволяет не только своевременно, 

но и с определенным упреждением оценивать последствия их 

реализации, выявлять проблемные ситуации и исследовать 

альтернативные направления их развития.  

Таким образом, система управления должна опираться 

на комплекс развитых средств и методов раннего обнаружения 

вероятных или зарождающихся изменений во внешней и внут-

ренней среде и прежде всего имеющих существенное (а воз-

можно – критическое) значение с точки зрения достижения 

поставленных целей, как долгосрочных, так и среднесрочных.  

Решение многих из перечисленных выше проблем и задач 

обеспечивает методология формирования и анализа альтерна-

тивных сценариев поведения сложных слабоформализуемых 

систем, способная обеспечить эффективную информационную 

поддержку процессов подготовки решений в различных сегмен-

тах и на различных уровнях иерархии системы управления, 

предоставляя лицам, принимающим решения, данные о потен-

циальных опасностях и рисках с целью принятия адекватных 

и своевременных мер на основе результатов комплексной опе-

режающей сценарной оценки альтернативных вариантов разви-

тия событий, в том числе в моменты времени, когда угрозы 

и негативные явления носят потенциальный характер (т.е. суще-

ствует лишь некоторая вероятность их появления или негатив-

ного воздействия либо рассматриваемые угрозы еще не начали 

оказывать сколько-нибудь значимого влияния). 

Главная сложность в процессах подготовки и принятия как 

стратегических, так и в несколько меньшей степени тактических 

решений является необходимость учета неопределенности 

и связанных с ней рисков, что обусловливается: 

 неполной наблюдаемостью происходящих внешних 

и внутренних процессов;  
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 скрытным характером многих существующих и потенци-

альных угроз; 

 труднопредсказуемостью тенденций возможного развития 

проблемных ситуаций;  

 неполнотой и зачастую недостаточной достоверностью, 

а также запаздыванием поступающей исходной как количе-

ственной, так и качественной информации, характеризующей 

проблемную ситуацию; 

 отсутствием возможности заблаговременно и достоверно 

предвидеть и оценить как позитивные, так и возможные неже-

лательные результаты реализации данных решений.  

При этом по перечисленным выше причинам возможности 

использования точных методов прогнозирования крайне огра-

ничены. Вышесказанное приводит к необходимости применения 

для решения рассматриваемых задач методологии, основанной 

на исследовании неполных математических моделей, структура 

которых основана на преимущественном использовании в каче-

стве исходных наиболее существенных факторов и показателей, 

значения которых поддаются количественной или качественной 

оценке, а следовательно – формализации с приемлемой точно-

стью [11, 21].  

На практике достаточно часто встречается класс приклад-

ных задач организационного управления, сводящихся к форми-

рованию как оптимистических, так и пессимистических опере-

жающих (прогнозных) оценок, наиболее существенных с точки 

зрения поставленных целей количественных и качественных 

характеристик объектов или ситуаций, в том числе и при реали-

зации различных управленческих воздействий. Решение подоб-

ного класса задач можно отнести к основной области примене-

ния сценарного моделирования. Сценарный подход позволяет 

вырабатывать интегрированные стратегии управления, обеспе-

чивающие существенное снижение рисковых составляющих вне 

зависимости от реального развития событий в будущем. 

Сфера практического применения сценарного подхода 

в организационном управлении в различных предметных обла-

стях в последние годы неуклонно расширяется, поскольку 
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его главным преимуществом является возможность формирова-

ния альтернативных сценариев поведения крупномасштабных, 

слабоформализуемых объектов и систем. На основе анализа 

полученных сценариев появляется возможность проведения 

упреждающего мониторинга и оценки возможных последствий 

реализации внешних и внутренних угроз, а также эффективно-

сти и результативности управленческих решений по их париро-

ванию или снижению тяжести нанесенного ущерба. Таким 

образом, сценарный подход является основой для реализации 

процедур информационно-аналитической поддержки процессов 

подготовки решений и опережающей оценки их качества [6, 11]. 

Сценарии являются одной из форм представления инфор-

мации о возможных (альтернативных) направлениях развития 

проблемных ситуаций во внутренней и во внешней среде. 

В своем современном значении термин «сценарий» стал упо-

требляться в конце 50-х – начале 60-х годов прошлого века 

[6, 10, 21]. Первой публикацией по сценарному подходу счита-

ется работа Г. Канна «Эскалация надежности; метафоры 

и сценарии» [24]. 

В настоящее время понятие сценария в теории организаци-

онного управления используется уже достаточно широко. 

В зарубежной и отечественной литературе можно выделить два 

базовых подхода к определению сценария [3, 4, 12, 14] 

В рамках первого в определении сценария делается акцент 

на причинно-факторную детерминированность последователь-

ного развития исследуемой проблемной ситуации. Согласно 

представлениям Г. Канна, сущность сценарного подхода заклю-

чается в выделении базовых количественных и качественных 

показателей, описывающих характер развития исследуемой 

ситуации, при этом экстраполяция средних значений факторов 

формирует базовый сценарий, а их вариации и отклонения, 

а также тенденции изменения во времени образуют негативные 

или позитивные альтернативные сценарии. В работе Л. Ганна и 

Б. Хогвуда сценарий рассматривается как «гипотетическая 

последовательность событий, конструируемая в целях фокуси-

рования внимания на причинных процессах и решениях» [23]. 

Аналогичное развернутое определение сценария дается 
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В.Н. Цыгичко и Д.С. Черешкиным, в рамках которого сценарий 

понимается как «гипотетическая картина последовательного 

развития во времени и пространстве событий, составляющих 

в совокупности эволюцию социально-экономического объекта 

в интересующем исследователя разрезе. В сценарии в явном 

виде фиксируются причинно-следственные зависимости, опре-

деляющие возможную в будущем динамику изменения состоя-

ния объекта и условия, в которых эти изменения будут происхо-

дить» [15]. 

Второй подход предполагает использование в качестве це-

ли разработки сценария не предвосхищение альтернатив разви-

тия исследуемой ситуации, а прежде всего установление логи-

ческой сети последовательности свершения событий, опреде-

ляющих пути их развития [1, 2, 9]. В соответствии с определе-

нием Г. Канна и Э. Винера сценарий представляет собой «дина-

мическую последовательность возможных событий, фокусиру-

ющую внимание на причинно-следственной связи между этими 

событиями и точками принятия решений, способных изменить 

их ход и траекторию движения во времени всей рассматривае-

мой системы в целом или отдельных ее подсистем» [25]. 

В рамках решения рассматриваемых задач сценарий целе-

сообразно рассматривать как инструмент анализа альтернатив-

ных вариантов развития ситуации в сфере управления развитием 

социально-экономических систем с целью информационной 

поддержки процессов подготовки и принятия управленческих 

решений, а также опережающей оценки их эффективности [17].  

Укрупненная классификация сценариев развития проблем-

ных ситуаций представлена на рис. 1 [6, 21]. 

В общем виде задача построения сценариев формулируется 

следующим образом: изучается сложная, динамическая, откры-

тая, управляемая, не полностью наблюдаемая система. Следует 

описать возможные направления ее изменения несколькими 

вариантами так, чтобы в рамках поставленной содержательной 

задачи дать наиболее полное представление о возможных бу-

дущих состояниях и траекториях развития системы [6, 11, 17]. 

В настоящее время сфера применения сценарного подхода 

при решении разнообразных конкретных прикладных проблем 
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и задач организационного управления в различных областях 

человеческой деятельности непрерывно расширяется. 

 

Рис. 1. Классификация сценариев 

Однако совокупность используемых методов построения 

вариантов сценариев опирается, во-первых, в большинстве 

случаев только на экспертные методы их формирования; во-

вторых, на специфические особенности конкретной (в большин-

стве случаев – строго ограниченной) области исследования, 

на основе которых разрабатываются отражающие данные осо-

бенности узкоспециализированные формализованные модели 

на основе использования разнообразного математического 

аппарата; в-третьих, аналитическое исследование разработан-

ных моделей и синтез альтернативных сценариев экспертами 

и специалистами осуществляется в основном «вручную». Таким 

образом, в настоящее время практически отсутствует общепри-

нятая и в достаточной степени универсальная как минимум 

в рамках определенных классов задач методологическая кон-

цепция формирования и анализа сценариев развития проблем-

ных ситуаций. Одновременно с этим крайне мало работ 

по комплексным проблемам формализации задач сценарного 

исследования, автоматизации процессов генерации и исследо-
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вания сценариев, а также сценарно-прогнозной оценки эффек-

тивности управленческих решений с целью информационной 

поддержки процессов их подготовки и принятия.  

В настоящее время накоплен значительный опыт использо-

вания аппарата знаковых, взвешенных знаковых и функцио-

нальных знаковых ориентированных графов в качестве методо-

логической основы сценарного исследования широкого круга 

проблем и задач управления развитием СЭС [6, 11, 17, 21].  

Рассматриваемая модель представляет собой ориентиро-

ванный граф G(X, Е) (здесь X – конечное множество вершин, 

а Е – множество дуг), в котором каждой вершине xi ставится 

в соответствие ее параметр vi  V, V = {vi, i ≤ N = ║X║}, и вво-

дится функционал преобразования дуг F(V, Е) таким образом, 

что в соответствие каждой дуге ставится знак, вес или функ-

ция [11].  

С целью обеспечения возможности исследования динамики 

процессов развития СЭС вводится понятие импульсного про-

цесса. Под импульсом Pi(t) в некоторой вершине xi
 
 понимается 

изменение значения ее параметра в дискретный момент времени 

t = 0, 1, 2, … . 

(1) ( ) ( ) ( 1)i i it v t v tP    . 

В импульсном процессе значение параметра вершины х 

определяется следующим образом: 

(2) 0

1,

( ) ( 1) ( , , ) ( 1) ( )
N

i i i j ij j i

j j i

v t v t F v v e P t P t
 

     , 

где )(0 tPi
 – внешний импульс, вносимый в момент времени t 

в вершину ei 
.  

Выражение для импульса в исследуемом процессе получа-

ется из конечно-разностных уравнений (1) и (2): 

(3)  0

1,

( ) ( , , ) ( 1) ( )
N

i i j ij j i

j j i

P t F v v e P t P t
 

   . 

Содержательно параметрами вершин графа являются клю-

чевые показатели (факторы), описывающие состояние и дина-

мику развития исследуемой ситуации, структура знакового 

графа отражает их причинно-следственные взаимозависимости. 
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Совокупность значений параметров вершин в графовой модели 

описывает конкретное состояние исследуемой ситуации в опре-

деленный момент времени, при этом изменение любого из них 

порождает импульс и интерпретируется как изменение ситуа-

ции. Управляющие воздействия моделируются подаваемыми 

импульсами в определенные вершины графа или изменением 

структуры модели [6, 17, 21].  

Для решения задач информационно-аналитической под-

держки процессов подготовки, принятия и оценки эффективно-

сти управленческих решений в условиях неопределенности 

разработан специализированный программно-аналитический 

комплекс (ПАК), обеспечивающий автоматизацию процессов 

создания и сценарного исследования графовых моделей разви-

тия СЭС [6, 16]. 

Как правило, сценарии развития СЭС генерируются и ана-

лизируются в двух основных аспектах [11, 16]: 

 прогноз развития ситуации в отсутствии управляющих 

воздействий, т.е. ситуация развивается сама по себе; 

 прогноз развития ситуации с выбранным комплексом 

управляющих воздействий (прямая задача – разработка сцена-

рия прямого управления). 

В работе [10] была предложена идея существенного расши-

рения базовых функций ПАК за счет возможности решения 

обратной задачи – поиска и анализа множества допустимых 

управляющих воздействий, обеспечивающих достижение по-

ставленных целей. Фактически данная задача представляет 

собой синтез сценария с заданными свойствами и в отличие 

от прямой задачи (разъясняющей «что будет, если?»), дает ответ 

на вопрос «что необходимо предпринять для достижения по-

ставленных целей или обеспечения желаемого характера разви-

тия исследуемой ситуации?». 

Содержательно в рамках рассматриваемой задачи требуется 

определить набор вершин, в которые необходимо вносить 

управляющие воздействия различного типа (разовые или одно-

кратные, непрерывные ограниченные по времени или постоян-

ные [10]), приводящие к требуемому результату. Найденные 

сценарные варианты решения обратной задачи являются исход-
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ной точкой для дальнейшей реализации процедур принятия 

решений в области планирования и управления развитием СЭС.  

Введем следующие обозначения. Пусть: 
1{ } ,N

t i t iP p   

t = 0, 1, 2, …, – вектор вносимых в вершины внешних импуль-

сов; 
1{ } ,N

t i iV v   t = 0, 1, 2, …, – вектор параметров вершин гра-

фовой модели; N

i

t

itR 1}{ 
 
– вектор изменения значений пара-

метров вершин, определяемый выражением  

(4) 1,t t tV VR   , t = 1, 2, 3, …, 

где: 

(5) 
111   tttt PARVV   

Здесь А – матрица смежности знакового графа. 

Тогда из (4) и (5) получим выражение для определения век-

тора Rt: 

(6) 1 2
0 1 2 1...t t

t t tAP IPR A P A P
 

      . 

Здесь I – единичная матрица и t ≥ 0  P(t) = P(0)At. 

Рассмотрим частный случай, когда в вершины графа внеш-

ние импульсы вносятся только один раз в начале моделирования 

(так называемый автономный режим [11]). Пусть при этом 

pit = 0, t ≥ 1.
 
Тогда для оценки изменения параметров получим 

следующее выражение: 

(7) 1

0

1

, 1, , 1
N

t t

k k i i

i

a p k N t



    , 

где aki
t

 

– элемент матрицы At. 

Для решения рассматриваемой обратной задачи во множе-

стве вершин X выделим управляемую вершину, изменения 

значения которой требуется контролировать (для краткости 

будем называть ее вершиной-объектом), и, соответственно, 

управляющую вершину (вершину-субъект), изменение значения 

параметра которой осуществляется внесением внешних импуль-

сов. 

Учитывая крайне высокую сложность количественной 

оценки значительного множества показателей и параметров 

развития СЭС, в качестве цели будем рассматривать определе-

ние желательности (или, наоборот, недопустимости) характера 
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и направленности изменения значений параметра вершины-

объекта во времени при заданных внешних условиях (например, 

в простейшем случае – неубывания или невозрастания). 

Обозначим вершину-объект через vs, а вершину-субъект – 

через vu (s ≠ u). Пусть также t  [tE, tF] – период времени, 

в течение которого действуют ограничения на характер измене-

ния значений параметра вершины vs, и t  [0, tP] – период, 

в течение которого генерируется внешнее импульсное воздей-

ствие на вершину vu .  

Тогда в рассматриваемом автономном импульсном процес-

се (когда внешний импульс в вершину vu вносится только одно-

кратно в начальный момент генерации сценария) put, t  [0, tP] 

являются искомыми величинами, pi0, i = 1, ..., N, i ≠ u, – задан-

ными, а все остальные pit, i ≠ u, t  1, равны 0. 

Согласно сформулированным выше предположениям вве-

денным обозначениям, выражение для оценки изменения пара-

метра вершины-объекта можно представить в следующем виде: 

(8) 










 
1

1

1,

1

0

1
t

i

iu

t

us

ui

i

t

is

t

s papa  

при ограничении на условие невозрастания значения параметра 

вершины-объекта в заданном временном интервале: 

(9) ],[,0 FE

t

s ttt . 

Аналогичным образом решается задача обеспечения не-

убывания значения параметра вершины vs.  

Вышеприведенные линейные алгебраические неравенства 

позволяют определить множество вносимых в вершину-субъект 

внешних импульсов put, t  [0, tP]. 

Рассмотрим решение обратной задачи по критерию мини-

мальной стоимости, для чего обозначим стоимость единицы 

вносимого в вершину-субъект внешнего импульса через ct ≥ 0, 

t  [0, tP].  

В этом случае критерий оптимальности при решении рас-

сматриваемой задачи примет следующий вид: 

(10) 


P

Ptuu

t

t

tut
pp

pc
0

),,( ,0

min


. 
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Как следует из приведенного выше выражения, поставлен-

ная задача является задачей линейного программирования, 

которую при put =p1
ut – p2

ut можно представить в следующем 

виде:  

(10) 
1 2

1 2

,
0

[0, ]

min ( )
P

u t u t

p

t

t ut ut
p p

t
t t

c p p




 ; 

(11)  
1

1 1 2 1

1 1 0

1

( ) , ,
t

t t

s u u t u t s i i E F

i i u

a p p a p t t t


 

 

 

     ; 

(12) 0, 2

1

1

1  tutu pp . 

Решение поставленной задачи в рамках разработанного 

программно-аналитического комплекса осуществляется сим-

плекс-методом. 

Практическая возможность решения рассматриваемой об-

ратной задачи позволяет в процессе сценарных исследований 

осуществлять не только прогнозную оценку альтернативных 

направлений развития СЭС, но и реализовывать процедуры 

поиска управленческих решений, обеспечивающих достижение 

поставленных целей, поскольку формируемая в процессе моде-

лирования программа управляющих воздействий может быть 

трансформирована в конкретные плановые решения.  

Одним из направлений расширения возможностей про-

граммно-аналитического комплекса при решении данной задачи 

является разработка методов и алгоритмов оптимального управ-

ления несколькими взаимозависимыми объектами на различных 

по длительности временных интервалах управленческих воз-

действий с учетом различного вида ресурсно-временных огра-

ничений.  

Основной целью использования сценарного подхода в про-

цессах управления развитием СЭС является информационно-

аналитическая поддержка процессов подготовки стратегических 

плановых и тактических (в том числе оперативных) решений, 

а также комплексный опережающий анализ эффективности 

и результативности их реализации при различных условиях 

[6, 11, 17]. Таким образом, сценарий развития проблемной 

ситуации по сути является необходимым связующим звеном 
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между этапами целеполагания и формирования планово-

управленческих решений, направленных на достижение целей 

развития СЭС (рис. 2). 

 

Рис. 2. Сценарный анализ в управлении 

Одновременно с этим необходимо отметить, что использо-

вание технологий автоматизации сценарно-прогнозных иссле-

дований в качестве средств информационной поддержки про-

цессов подготовки и принятия управленческих решений суще-
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ственно расширяет возможности использования сценариев 

в качестве основы процессов планирования с целью повышения 

обоснованности, эффективности, устойчивости и результатив-

ности разрабатываемых планов и программ. 

Если в рамках традиционного подхода, когда разработка 

и анализ сценариев развития исследуемой ситуации осуществ-

ляется экспертами и профильными специалистами вручную 

и, соответственно, требует значительных временных затрат, 

в результате чего решения принимаются на основе единствен-

ного базового сценария, то использование средств автоматиза-

ции кардинально меняет ситуацию. Технология автоматизации 

синтеза сценариев позволяет практически на любом этапе про-

цесса планирования и управления использовать полный набор 

различных необходимых для принятия решений сценариев, 

а также проводить уточняющие сценарно-прогнозные исследо-

вания их эффективности с учетом как полученных в процессе 

анализа новых знаний об исследуемых процессах и явлениях, 

так и поступающей в систему управления оперативной инфор-

мации об их развитии. 

4. Сценарное исследование процессов управления 

развитием нефтегазовой отрасли Арктической 

зоны РФ 

С целью исследования проблем повышения эффективности 

управления развитием Арктической зоны в современных усло-

виях с использованием аппарата знаковых орграфов разработана 

базовая интегрированная многофакторная модель, позволяющая 

проводить сценарный анализ процессов развития ресурсной 

базы АЗРФ, на основе результатов которого оценивать качество 

принимаемых управленческих решений. Структура имитацион-

ной модели представлена на рис. 3. 

Модель разработана на основе стратегических доктриналь-

ных и программных документов, определяющих долгосрочные 

цели, основные направления и механизмы реализации государ-

ственной политики России в Арктике, материалов Государ-

ственной комиссии по вопросам развития Арктики и совещаний 
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различного уровня по рассматриваемой тематике, а также ре-

зультатов аналитических исследований по проблемам управле-

ния развитием нефтегазовой отрасли АЗРФ.  

 

 

Рис. 3. Структура сценарной имитационной модели  

расширения ресурсной базы АЗРФ 

Основой структуры разработанной сценарной модели раз-

вития нефтегазовой отрасли в Арктической зоне РФ являются 

результаты проведенного анализа факторов, непосредственно 

влияющих на процессы развития мультирегиона, а также их 

взаимосвязей и взаимозависимостей между ними. При этом 

основное внимание уделено факторам, оказывающим наиболее 

значительное негативное влияние на процессы реализации 

проектов освоения энергетических ресурсов Арктической зоны, 

а также возможным путям снижения их деструктивного воздей-

ствия.  

Целью сценарного исследования является оценка необхо-

димости смещения акцента и изменения приоритетов государ-

ственного управления развитием АЗРФ в качестве реакции 
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на деструктивные внешние воздействия, в условиях которых 

эффективность использования только экономических механиз-

мов достижения целей государственной политики в Арктике 

существенно снижается под воздействием различного рода 

угроз и ограничений.  

В условиях стабильности управление развитием АЗРФ ба-

зируется на рыночных механизмах хозяйствования и заключает-

ся в создании благоприятных условий работы значительного 

количества экономических субъектов различных форм соб-

ственности, как принимающих непосредственное участие 

в мероприятиях государственных или федеральных целевых 

программ, так и работающих по сути на достижение рассматри-

ваемой главной цели освоения природных ресурсов российского 

Севера на инициативной основе с ориентацией на проявляемый 

государством интерес к проектам освоения Арктических терри-

торий, и, соответственно, востребованность результатов своей 

работы в течение достаточно длительного периода времени [20]. 

В настоящее время процессы реализации крупных проектов 

освоения АЗРФ существенно усложняются, что связано с рез-

ким обострением международной обстановки; беспрецедентным 

внешним санкционным давлением на Российскую Федерацию; 

неустойчивостью мировой экономики; усложнением логисти-

ки и т.д., что приводит к росту рисков успешной реализации 

проектов, а также появлению новых и достаточно существен-

ных внутренних «окон» уязвимости.  

Это объективно требует изменения характера влияния гос-

ударства на процессы реализации арктической политики путем 

усиления адресной (в некоторых случаях – точечной) финансо-

вой и иных видов поддержки экономических субъектов, а также 

в определенной мере усиления административных аспектов про-

цессов управления в части решения проблем координации 

работы исполнителей арктических проектов, обеспечивающих 

и снабжающих организаций (в первую очередь – в области 

решения проблем импортозамещения и обеспечения технологи-

ческой независимости), а также усиления контроля реализации 

наиболее важных (приоритетных) проектов. 
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В ходе моделирования получен и исследован ряд альтерна-

тивных сценариев развития процессов освоения АЗРФ при 

различных условиях, направлениях и характере управленческих 

воздействий в условиях влияния угроз и ограничений различной 

природы.  

Ключевым фактором успешной реализации планов освое-

ния Арктики является финансирование проектов, за редким 

исключением осуществляемое при непосредственной поддерж-

ке государства (в модели – фактор «Государственное финанси-

рование»). В настоящее время используются различные модели 

взаимодействия государства и бизнеса в рамках освоения ресур-

сов АЗРФ: государственные целевые программы, бюджетные 

инвестиции, льготные кредиты, налоговые льготы и каникулы, 

концессии (в том числе новый механизм — арктическая концес-

сия), контракты жизненного цикла, энергосервисные контракты, 

выделение «арктических гектаров» малому бизнесу и т.д. 

Важными факторами исследования сценарной имитацион-

ной модели являются также: «Инвестиции нефтегазовых компа-

ний» (влияние нефтегазовых компаний, как субъектов управле-

ния разработкой и реализацией конкретных проектов), «Влия-

ние внешних угроз» (в основном влияние внешнеполитических 

угроз и внешнеэкономических санкций), «Национальная без-

опасность» (целевой фактор – состояние защищенности нацио-

нальных интересов Российской Федерации от внешних и внут-

ренних угроз), «Добыча» (совокупная добыча нефтегазовых 

ресурсов), «Вклад отраслевых инноваций» (уровень инноваци-

онного развития нефтегазовой отрасли и мультирегиона в це-

лом), «Общие издержки» (затраты на освоение энергетических 

ресурсов региона), «Развитие региональной транспортной ин-

фраструктуры» (одно из важнейших и крайне необходимых 

условий регионального развития). 

Критерием для смены акцентов в процессах управления 

развитием АЗРФ в первом сценарии служат результаты анализа 

динамики изменения значений ключевых социально-

экономических факторов модели.  

Внешнее воздействие в процессе синтеза сценариев имити-

руется подачей входного управляющего сигнала (в терминоло-
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гии моделирования – импульса) на фактор «Активация внешних 

угроз», что в свою очередь усиливает фактор «Влияние внешних 

угроз». Затем имитирующие деструктивные влияния импульсы 

подаются на факторы «Общие издержки» и «Экспортируемые 

объемы».  

Сценарий 1.  Запаздывание господдержки. В рамках данно-

го сценария интенсификация процессов финансовой поддержки 

арктических проектов начинает осуществляется в ситуации, 

когда в результате негативного влияния внешней среды 

(а в настоящее время – прежде всего воздействия санкционных 

ограничений) сроки реализации проектов освоения АЗРФ уже 

начинают отставать от запланированных значений. Данная 

ситуация в модели отражается активацией фактора «Чрезвычай-

ный режим поддержки» и связанной с этим фактором подструк-

туры, направленной на стабилизацию ситуации путем расшире-

ния финансовой и иных видов поддержки (в модели активиру-

ется фактор «Государственное финансирование», отражающий 

усиление процессов адресной финансовой помощи государства 

исполнителям наиболее важных и крупных проектов). 

Результаты моделирования показали, что подобная 

(а по сути – запоздалая) реакция на внешние деструктивные 

воздействия и связанное с ними ухудшение обстановки привели 

к отсутствию возможности качественно и в короткие сроки 

«переломить» негативные тенденции: уравновесить нарастаю-

щее значение фактора «Общие издержки» и поддержать фактор 

«Добыча» нефтегазовых ресурсов даже за счет существенного 

роста масштабов государственного финансирования и инвести-

рования (рис. 4).  

Данный сценарий развития ситуации приводит к снижению 

интенсивности и темпов развития субъектов и инфраструктуры 

Арктической зоны РФ, что, в частности, иллюстрируется харак-

тером и динамикой изменения значения фактора «Развитие 

региональной транспортной инфраструктуры», росту значения 

фактора «Внутренние потребительские цены» (здесь имеются 

в виду цены на продукцию нефтегазовой отрасли для конечного 

потребителя внутри страны, существенно влияющие на инфля-

ционные процессы), резкому снижению значения фактора 



 

Управление в социально-экономических системах 

163 

«Национальная безопасность» и в конечном итоге финансовым 

потерям нефтегазовых компаний. Таким образом, как показал 

анализ результатов моделирования, в случае запаздывания 

процесса усиления государственного регулирования и финанси-

рования лавинообразно накапливаются издержки освоения 

региона со всеми вытекающими отсюда негативными послед-

ствиями. 

 

Рис.4. Сценарий 1. Результаты моделирования 

Сценарий 2.  Своевременное усиление роли государства. 

Данный сценарий (рис. 5) отражает ситуацию, когда на основе 

использования результатов прогнозного мониторинга происхо-

дит упреждающая активация фактора «Чрезвычайный режим 

поддержки» (за счет отслеживания динамики изменения факто-

ра «Влияние внешних угроз») и перенос нагрузки по финансо-

вой и иной поддержке проектов от фактора «Инвестиции нефте-

газовых компаний» к фактору «Государственное финансирова-

ние», который при этом оказывает положительное влияние 
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на значения остальных ключевых параметров модели, что ком-

пенсирует негативное влияние факторов «Влияние внешних 

угроз» и «Общие издержки». 

 

Рис. 5. Сценарий 2. Результаты моделирования 

При благоприятном изменении ситуации и ее стабилизации 

в момент начала снижения значений фактора «Влияние внеш-

них угроз» происходит деактивация фактора «Государственное 

финансирование» (на основе результатов прогнозного монито-

ринга значения фактора «Внешние угрозы»), что отражает 

возрастание роли рыночных механизмов экономического регу-

лирования (рост значения фактора «Инвестиции нефтегазовых 

компаний»). 

Результаты имитационного моделирования показали, что 

рассматриваемая стратегия управления оказывает положитель-

ное влияние и поддержку таким ключевым факторам модели, 

как: «Национальная безопасность», «Добыча», «Развитие транс-

портной инфраструктуры», а также приводит к снижению зна-
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чений факторов «Общие издержки» и «Внутренние потреби-

тельские цены». 

Сценарий 3.  В данном сценарии рассматривается ситуация, 

когда решение об усилении государственной поддержки 

и, соответственно, повышении роли государства в управлении 

развитием ресурсной базы АЗРФ происходит еще раньше – 

на стадии проявления устойчивых негативных тенденций изме-

нения фактора «Общие издержки» в течение ограниченного 

периода времени, диагностируемого по результатам анализа 

данных упреждающего мониторинга развития обстановки. 

На рис. 6 представлены графические зависимости, а на 

рис. 7 – аналитические результаты моделирования, отражающие 

изменения расчетных значений ключевых факторов модели 

(здесь зеленая штриховка соответствует росту значения факто-

ра, красная – падению, синяя отражает стабильное значение 

отображаемого фактора).  

 

Рис. 6. Сценарий 3. Результаты моделирования 
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На рис. 7 также в качестве примера представлен и фрагмент 

автоматически сформированного ПАК текстового описания 

четвертого события в сценарии (средства программно-

аналитического комплекса позволяют формировать и привязы-

вать к каждому фактору соответствующее контекстное описа-

ние тенденции его изменения, определяемое в словаре модели 

на стадии ее формирования средствами автоматизации). 

Результаты моделирования показали, что опережающая ре-

акция системы управления на негативные тенденции привела 

к значительному улучшению обстановки. Причем усиление 

влияния государства на процессы освоения ресурсов АЗРФ 

имело ограниченный по времени характер и далее, после улуч-

шения ситуации, осуществился возврат к рыночному механиз-

му, эффективно функционирующему в условиях стабильности.  

 

 

Рис. 7. Сценарий 3. Результаты моделирования  

(аналитическая форма) 

Одновременно с этим проявление негативных тенденций 

развития исследуемой ситуации и, как результат, ухудшение 

обстановки в целом все же возможно, но только при резкой 

интенсификации внешних деструктивных воздействий, остроту 

которых, как и тяжесть последствий, рассматриваемая система 

управления при наличии соответствующих ресурсов принципи-

ально способна существенно снизить. 
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5. Заключение 

Приведенные выше результаты сценарного моделирования 

являются лишь одним из первых шагов на пути решения про-

блем повышения эффективности управления развитием Аркти-

ческой зоны Российской Федерации. Многоаспектность и мно-

гоплановость целей развития АЗРФ требует разработки целого 

ряда детализированных сценарных моделей управления процес-

сами их достижения, отражающих специфику различных взаи-

мосвязанных задач и проектов освоения территорий и ресурсов 

российского Севера, а также позволяющих оценивать эффек-

тивность возможных путей противодействия внешним и внут-

ренним угрозам и анализировать влияние связанных с ними 

рисков. 

Проведенные модельные исследования показали, что ис-

пользование сценарного подхода в процессе решения рассмат-

риваемых задач в принципе позволяет проводить комплексный 

многофакторный опережающий анализ эффективности страте-

гических управленческих решений в рассматриваемой предмет-

ной области в условиях риска и неопределенности, а также 

осуществлять информационную поддержку данных процессов. 

В частности, полученные результаты показали, что в крайне 

сложной экономической ситуации, вызванной внешним санкци-

онным давлением, наиболее эффективной является управленче-

ская стратегия, основанная на существенном и своевременном 

(в идеале – опережающем) усилении влияния государства 

на процессы освоения ресурсов АЗРФ, а также наращивании 

финансовой и иных видов поддержки реализуемых на террито-

рии российского Севера нефтегазовых проектов, осуществляе-

мых экономическими субъектами различных форм собственно-

сти.  

В сложившихся условиях только государство как субъект 

управления верхнего уровня иерархии, находясь «выше» част-

ных интересов и экономических критериев компаний и пред-

приятий, способно обеспечить достижение стратегических 

целей социально-экономического развития арктических терри-

торий, решая на межотраслевом и межрегиональном уровне 
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крайне сложные проблемы устойчивого социально-

экономического и инновационного развития страны в целом 

и обеспечения ее технологической независимости. 

Одновременно с этим, по мере укрепления и адаптации 

экономики нашей страны к реалиям сегодняшнего дня, задачей 

государства в качестве инвестора и регулятора преимуществен-

но становится создание благоприятных условий для самостоя-

тельного и инициативного развития бизнеса в желаемом 

направлении без прямого и масштабного вмешательства.  

Дальнейшее развитие фундаментальных и прикладных 

междисциплинарных исследований в рассматриваемой области 

обеспечит возможность повышения качества и результативно-

сти решения широкого круга методологических и практических 

задач планирования и управления процессами реализации госу-

дарственной политики Российской Федерации в Арктике. 
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ЭВОЛЮЦИОННАЯ ИГРА С УЧЕТОМ ОБРАТНОЙ
СВЯЗИ С ОКРУЖАЮЩЕЙ СРЕДОЙ И МНЕНИЯМИ

ИГРОКОВ

Лориц Е. М.1 , Губар Е. А.2

(Санкт-Петербургский Государственный Университет,
Санкт-Петербург)

Эволюционные игры являются развивающимся подразделом теории игр, кото-
рый применяется при изучении адаптации больших, но конечных популяций
к изменениям окружающей среды. При этом предполагается, что каждый из
агентов не оказывает значительного влияния на систему. Теория эволюцион-
ных игр находит широкое применение во многих областях науки. В частности,
в биологии, медицине и моделировании беспроводных сетей. В данной работе
исследуется эволюционная игра с двумя уровнями взаимодействия агентов по-
пуляции. На первом уровне изменение состояния популяции зависит от измене-
ния состояния окружающей среды, увеличения или уменьшения доступных для
агентов ресурсов. На втором уровне изменение состояния популяции зависит
от мнений агентов о состоянии окружающей среды. Эти уровни образуют
двухуровневую структуру принятия решений, где изменение одного параметра
системы, например, состояния среды, влечет за собой изменение остальных
элементов системы, т.е изменение состояния популяции и мнений агентов.
В рамках исследования был проведен анализ модифицированной эволюционной
игры с учетом влияния состояния окружающей среды и мнений агентов, раз-
работаны вычислительные процедуры на языке MATLAB и проведены две серии
численных экспериментов.

Ключевые слова: эволюционные игры, динамика мнений, репликатив-
ная динамика, имитационная динамика.

1. Введение

Эволюционные игры являются развивающимся подразделом
теории игр [11, 18]. Эволюционные игры применяются при моде-
лировании изменений в больших, но конечных популяциях, где
все агенты обладают биологическими, социальными или эконо-
мическими особенностями, которые определяют их тип поведе-

1 Екатерина Михайловна Лориц, студент (kate.lorits@gmail.com).
2 Елена Алексеевна Губар, к.ф.-м.н., доцент (e.gubar@spbu.ru,

alyona.gubar@gmail.com).
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ния. Кроме того, считается, что каждый из агентов не оказывает
существенного влияния на состояние популяции.

Теория эволюционных игр находит широкое применение во
многих областях науки. Например, в 2022 году опубликована кни-
га [9], в которой собрано большое количество эволюционных мо-
делей реальных биологических процессов. Кроме этого, эволю-
ционные игры применяются для моделирования взаимодействия
большого числа агентов в сети [2, 8, 15, 17]. В медицине эволю-
ционные игры могут применяться, например, для поиска методов
борьбы с раком [7, 10, 14] или для решения задачи о вакцинации
населения [1, 22].

В работах [6, 13, 20] рассматривается популяция и происхо-
дящие в ней изменения с учетом окружающей среды и ее состо-
яния. Кроме того, активно изучается влияние информации о сре-
де на популяцию [4, 12, 21]. Следуя этой идее, в данной работе
исследуется, как состояние окружающей среды и мнение аген-
тов о состоянии среды влияют на динамику изменения состояния
популяции. Популяция, окружающая среда и мнения агентов об-
разуют структуру, где изменение одного параметра системы, от-
вечающего за состояние среды, популяции или мнений агентов,
влечет за собой изменение остальных элементов системы. Состо-
яние среды зависит от распространенности того или иного ти-
па поведения в популяции. Состояние популяции зависит от по-
пулярности мнений агентов в популяции. Популярность мнений
агентов зависит от состояния среды и популяции. В данной ра-
боте в качестве управляющего воздействия рассматривается вли-
яние среды и мнений агентов на популяцию.

2. Постановка эволюционной игры

Рассмотрим популяцию размера 𝑁 , которая существует
в ограниченном пространстве. Предполагается, что изменение
состояния популяции происходит в результате случайных попар-
ных взаимодействий между ее агентами. Причем считается, что
число агентов велико, но при этом каждый отдельный агент не
оказывает значительного влияния на популяцию [16, 19]. Еще
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одним предположением является то, что в популяции присут-
ствует два типа поведения, которых могут придерживаться аген-
ты. Выбор агентом 𝑖-го типа поведения аналогичен использо-
ванию 𝑖-й чистой стратегии в бескоалиционной игре и приво-
дит к разбиению популяции на две подгруппы. Агенты каждой
подгруппы запрограммированы использовать одинаковую чи-
стую стратегию. Состояние популяции определяется как вектор
𝑥𝑁 (𝑡) = (𝑥1(𝑡), 𝑥2(𝑡)), где каждая компонента 𝑥𝑖(𝑡) – это доля по-
пуляции, использующая чистую стратегию 𝑖. Этот вектор может
рассматриваться в качестве смешанной стратегии популяции [19].
Обозначим 𝑥(𝑡) = 𝑥1(𝑡), тогда 𝑥2(𝑡) = 1 − 𝑥(𝑡). Под выигрыша-
ми агентов подразумевается количество потомков (в биологиче-
ских системах) или количество последователей (в экономических
и социальных системах), которые придерживаются чистой стра-
тегии 𝑖. С течением времени в популяции происходят случайные
попарные встречи между агентами. Результаты этих встреч могут
быть описаны биматричной игрой [5]. По традиции в эволюцион-
ных играх принято все процессы рассматривать от лица первого
игрока, поэтому в дальнейшем все формулируется относительно
первого игрока.

Обозначим как 𝑒𝑖 вектор, отвечающий 𝑖 чистой стратегии иг-
рока. У данного вектора 𝑖-й элемент единица, а все остальные –
нули. Введем функцию 𝑢(𝑒𝑖, 𝑥𝑁 ) = 𝑒𝑖 · 𝐴𝑥 как ожидаемый вы-
игрыш агента, использующего чистую стратегию 𝑖, при встрече
со случайным оппонентом. Этот выигрыш зависит от вектора со-
стояния популяции 𝑥𝑁 (𝑡) = (𝑥(𝑡), 1 − 𝑥(𝑡)). Соответствующий
средний выигрыш популяции определяется на основании выиг-
рыша случайно выбранного агента

(1) 𝑢(𝑥𝑁 , 𝑥𝑁 ) =
∑︁
𝑖∈𝐾

𝑥𝑖𝑢(𝑒
𝑖, 𝑥𝑁 ).

Изменение состава популяции соответствует изменению до-
ли агентов, придерживающихся чистой стратегии 𝑖. Данные изме-
нения описываются с помощью уравнения репликативной дина-
мики (replicator dynamic) [13], в зависимости от долевого распре-
деления игроков в популяции 𝑥𝑁 и матрицы выигрышей первого
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игрока 𝐴:
(2) 𝑥̇ = 𝑥(1− 𝑥)(𝑢(𝑒1, 𝑥𝑁 )− 𝑢(𝑒2, 𝑥𝑁 )).

В данной работе предполагается, что популяция зависит от
воздействия окружающей среды, которая может оказывать влия-
ние на ожидаемые выигрыши игроков. В качестве окружающей
среды рассматриваются ресурсы, доступные для агентов. Состоя-
ние среды описывается с помощью параметра 𝑛(𝑡), 𝑛 ∈ [0, 1], где
значение 𝑛 = 0 (𝑛 = 1), если среда полностью истощена (попол-
нена). Изменение состояние среды в зависимости от изменения
долей агентов популяции, придерживающихся той или иной стра-
тегии, определяется динамикой (3), предложенной в статье [13]:
(3) 𝑛̇ = 𝑛(1− 𝑛)(𝜃𝑥− (1− 𝑥)),

где 𝜃 > 0 параметр, отражающий скорость, с которой агенты,
придерживающиеся первой чистой стратегии восполняют ресур-
сы среды.

Связь между популяцией и состоянием среды устанавлива-
ется с помощью матрицы выигрышей [20]
(4) 𝐴𝑛 = 𝑛𝐴1 + (1− 𝑛)𝐴0.

В статье [13] исследуется изменение состава популяции на
основе использования репликативной динамики, которая учиты-
вает обратную связь с окружающей средой и зависит от обще-
ственного мнения. При этом мнение отражает информирован-
ность агентов популяции о состоянии окружающей среды. В от-
личие от исследования [13] в текущей работе предполагается, что
каждый агент имеет свое личное мнение (представление) о состо-
янии окружающей среды, но не обладает достоверной информа-
цией об этом состоянии.

Рассмотрим случай, при котором агент может придерживать-
ся одного из двух мнений 𝑚1 или 𝑚2 независимо от стратегии,
которую он выбирает. Распределение мнений в популяции опре-
делим как вектор 𝑦𝑁 (𝑡) = (𝑦1(𝑡), 𝑦2(𝑡)), где каждая компонента
𝑦𝑖(𝑡) – это доля агентов популяции, придерживающихся мнения
𝑚𝑖. Для удобства обозначим 𝑦1 = 𝑦(𝑡), 𝑦2(𝑡) = 1− 𝑦(𝑡). Процесс
распределения мнений в популяции может быть описан с помо-
щью динамики средних (mean dynamic), которая позволяет опи-
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сывать изменения происходящие в популяции с помощью прото-
кола пересмотра решений [16].

Поскольку любой протокол пересмотра решений предпола-
гает наличие шума, который влечет ошибки в оценивании ожи-
даемого выигрыша оппонента, предполагается, что агенты могут
считать мнение оппонента более или менее весомым, в зависи-
мости от стратегии оппонента.

Введем в рассмотрение матрицу 𝐵, элементы которой 𝑏𝑖𝑗
представляют собой степень доверия агента с мнением 𝑖 аген-
ту, который придерживается стратегии 𝑗. На основе протокола
попарной имитации [15] был составлен имитационный прото-
кол, используемый для динамики изменения популярности мне-
ний в популяции:

(5) 𝑝𝑖𝑗=

[︃
𝑦𝑗

2∑︁
𝑙=1

𝑥𝑙𝑢(𝑒
𝑙, 𝑥𝑁 , 𝐴𝑛)𝑏𝑗𝑙−𝑦𝑖

2∑︁
𝑙=1

𝑥𝑙𝑢(𝑒
𝑙, 𝑥𝑁 , 𝐴𝑛)𝑏𝑖𝑙

]︃1

0

,

где [𝑧]10 = max(0,min(𝑧, 1)), т.е 𝑝𝑖𝑗 ∈ [0, 1] [15].
В данном выражении функция выигрыша 𝑢(𝑒𝑖, 𝑥𝑁 , 𝐴𝑛) по-

казывает зависимость от изменяющейся матрицы выигрышей.
Таким образом, динамика, описывающая изменение попу-

лярности мнений в популяции – это динамика средних, постро-
енная на протоколе попарной имитации (5), – принимает вид
(6) 𝑦̇ = (1− 𝑦)𝑝21 − 𝑦𝑝12.

Предполагается, что состояние популяции изменяется в за-
висимости от популярности каждого из мнений о состоянии
окружающей среды в популяции. В соответствии с этим пред-
положением матрица выигрышей первого игрока может быть пе-
реписана в виде 𝐴𝑦 = 𝑦𝐴1 + (1 − 𝑦)𝐴0, который получается из
матрицы (4), при замене параметра 𝑛, отражающего состояние
окружающей среды, долей игроков 𝑦, которые придерживаются
мнения 𝑚1.

Таким образом, эволюционную игру с обратной связью окру-
жающей среды и мнением можно представить в виде

(7)

⎧⎪⎨⎪⎩
𝑥̇ = 𝑥(1− 𝑥)(𝑢(𝑒1, 𝑥𝑁 , 𝐴𝑦)− 𝑢(𝑒2, 𝑥𝑁 , 𝐴𝑦)),

𝑛̇ = 𝑛(1− 𝑛)(𝜃𝑥− (1− 𝑥)),

𝑦̇ = (1− 𝑦)𝑝21 − 𝑦𝑝12.
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В дифференциальном уравнении для популяции (2) исполь-
зуется матрица 𝐴𝑦, поскольку предполагается, что агенты прини-
мают решение на основе мнения об окружающей среде и, соот-
ветственно, их выигрыш определяется мнениями. А в дифферен-
циальном уравнении для описания динамики мнений (6) исполь-
зуется протокол попарной имитации, который зависит от матри-
цы 𝐴𝑛; в нашем случае предполагается, что мнение агентов зави-
сит от состояния среды и выигрышей агентов в этом состоянии.
Таким образом, динамика изменения популяции зависит от изме-
нения мнений агентов, а динамика мнений зависит от состояния
окружающей среды.

3. Примеры

Пример 1. «Ястреб–Голубь».
В рамках текущего эксперимента для системы (7) в качестве

базовой игры, которая описывает взаимодействия агентов, выби-
рается игра «Ястреб – Голубь». Параметр 𝑣 определяет ценность
ресурса, параметр 𝑐 – затраты на его получение.

Поскольку в модели рассматривается изменение состояния
популяции в зависимости от мнения агентов, в соответствии
с формулой (4) необходимо ввести в рассмотрение две матрицы
выигрышей:

(8) 𝐴0 =

(︂
𝑣0−𝑐0

2 𝑣0
0 𝑣0

2

)︂
, 𝐴1 =

(︂
𝑣1−𝑐1

2 𝑣1
0 𝑣1

2

)︂
.

Для игры «Ястреб – Голубь» характерны три положения рав-
новесия по Нэшу: два асимметричных равновесия в чистых стра-
тегиях (𝑒1, 𝑒2), (𝑒2, 𝑒1) и одно симметричное равновесие в сме-
шанных стратегиях (𝑥𝑁 , 𝑥𝑁 ), где 𝑥𝑁 = (𝑣𝑐 , 1 − 𝑣

𝑐 ) [1]. В этом

случае средний выигрыш популяции 𝑢(𝑥𝑁 , 𝑥𝑁 ) = 𝑣
2 − 𝑣2

2𝑐 .
В численном эксперименте используются следующие пара-

метры для системы (7): скорость пополнения ресурсов ястреба-
ми 𝜃 = 2, состояние окружающей среды, в начальный момент
времени 𝑛(0) = 0, 3, параметры матриц (8) принимают значения
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𝑣0 = 4, 𝑐0 = 12, 𝑣1 = 7, 𝑐1 = 10. Предполагается, что аген-
ты, которые придерживаются мнения 𝑚1 (𝑚2), доверяют только
ястребам (голубям). Матрица 𝐵 диагональная со значениями 0,5
на диагонали. Агенты популяции в начальный момент времени
равномерно распределены между стратегиями ястреба и голубя.

а) 𝑦(0) = 0,45 б) 𝑦(0) = 0,7
Рис. 1. Зависимость состояния системы от начального

значения части популяции, придерживающейся мнения 𝑚1, 𝑦(0);
𝑥(0) = 0,5, 𝑛(0) = 0,3.

На рис. 1 представлено поведение популяции в зависимости
от распределения агентов по мнениям. Наблюдается, что при на-
чальных значениях доли агентов популяции, придерживающихся
мнения 𝑚1, меньше 0,5, популяция приходит к стационарному
положению, где 𝑥𝑁 = (0,33; 0,67) (рис. 1 а)). В то время как при
начальном значении доли агентов популяции, придерживающих-
ся мнения 𝑚1, не меньше 0,5, система приходит к стационарному
положению, где 𝑥𝑁 = (0,7; 0,3) (рис. 1 б)).

Пример 2. Дилемма заключенного.
В рамках текущего эксперимента в качестве базовой иг-

ры, которая описывает взаимодействия агентов, выбирается иг-
ра «Дилемма заключенного» в ее экономической интерпретации.
В данной игре первая стратегия соответствует выбору игрока со-
трудничать, а вторая – не сотрудничать.

Поскольку в модели рассматривается изменение состояния
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популяции в зависимости от мнения агентов, в соответствии
с формулой (4) необходимо ввести в рассмотрение две матрицы
выигрышей:

(9) 𝐴0 =

(︂
3,5 1
2 0,75

)︂
, 𝐴1 =

(︂
4 1
4,5 1,25

)︂
,

для элементов которых верны соотношения

(10) 𝑎011 > 𝑎021, 𝑎
0
12 > 𝑎022, 𝑎

1
11 < 𝑎121, 𝑎

1
12 < 𝑎122.

Для игры «Дилемма заключенного» характерно существова-
ния одного состояния равновесия по Нэшу, причем для игры, ко-
торая задается матрицей 𝐴1(𝐴0), с учетом соотношений (10) это
состояние (𝑒2, 𝑒2)((𝑒1, 𝑒1)).

а) б)
Рис. 2. Иллюстрация состояния системы: а) с зависимостью

от среды и распределения агентов между мнениями;
𝑥(0) = 0,5, 𝑦(0) = 0,6, 𝑛(0) = 0,3; б) без влияния среды

и мнений; 𝑥(0) = 0,5, предполагается, что 𝑛 = 1

В рамках текущего численного эксперимента параметры си-
стемы (7) принимают значения: скорость пополнения ресурсов
сотрудничающими агентами, 𝜃 = 2, матрицы выигрышей аген-
тов задаются соотношением (9). Предполагается, что агенты, ко-
торые придерживаются мнения 𝑚1 (𝑚2), доверяют только тем
агентам, которые предпочитают сотрудничать (не сотрудничать).
Матрица доверия 𝐵 диагональная со значениями 0,5 на диагона-
ли. В начальный момент времени в популяции одинаковое коли-
чество агентов, которые сотрудничают и не сотрудничают.
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Как видно из графиков на рис. 2a) в начальный момент вре-
мени доля сотрудничающих агентов убывает до нуля, в то время
как среда начинает обогащаться. Но при увеличении доли агентов
популяции, отказывающихся от сотрудничества, среда убывает до
нуля. После нескольких колебаний система приходит в состояние
равновесия (𝑒1, 𝑒1), все игроки придерживаются мнения 𝑚2, сре-
да восстановлена, т. е. 𝑛 = 1.

4. Заключение

Рассматривается структура, которая содержит в себе среду,
популяцию агентов, распределенную между стратегиями, и ту же
популяцию, но распределенную между мнениями. Эти три объек-
та различной природы могут быть рассмотрены как по отдельно-
сти, так и в совокупности, образуя связь, где изменение величин
долей агентов, придерживающихся той или иной чистой страте-
гии, влечет за собой изменение состояния окружающей среды.
Выигрыши агентов зависят от состояния среды, поэтому агенты
учитывают информацию об его изменении при помощи мнений,
которые зависят и от состояния среды, и от состояния популяции.

Помимо этого стоит отметить, что в одной среде может
существовать несколько популяций. Изучение сосуществования
нескольких популяций в одной среде является темой дальнейше-
го исследования.

В результате проведения серии численных экспериментов
было обнаружено, что окружающая среда и мнения агентов ока-
зывают значительное влияние на стационарное положение попу-
ляции. В большинстве случаев изменение начального значения
параметра популяции, среды или популярности мнений вызыва-
ет изменение стационарного положения, к которому приходит си-
стема. Выбор матрицы доверия также играет большую роль в ре-
зультатах моделирования изменений, происходящих в популяции
в зависимости от состояния окружающей среды и мнений аген-
тов.

В ходе дальнейшего исследования планируется распростра-
нить рассмотренный в работе подход и на другие классы бимат-
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ричных игр, провести большее количество экспериментов и най-
ти тренды, определяющие зависимость популяции от изменения
состояния окружающей среды и изменения мнений агентов.
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ОПТИМИЗАЦИЯ ЭНЕРГОПОТРЕБЛЕНИЯ
ПРЕДПРИЯТИЯ С ЛОКАЛЬНЫМИ ГЕНЕРАТОРАМИ

И НАКОПИТЕЛЯМИ ЭНЕРГИИ

Марьясин О. Ю.1 , Плохотнюк А. Н.2

(Ярославский государственный технический университет,
Ярославль)

В работе рассмотрена проблема оптимизации энергопотребления предприя-
тия, использующего для энергоснабжения не только центральную энергоси-
стему, но и локальные генераторы и накопители энергии. Для решения этой
проблемы в работе предложен эвристический алгоритм оптимального плани-
рования энергопотребления предприятия, включающий решение задачи линей-
ного программирования. Для уменьшения риска существенного расхождения
планового и фактического профилей энергопотребления в работе предлага-
ется использовать алгоритм оптимального планирования энергопотребления
со сдвигающимся шагом. Особенностью задачи оптимального планирования
энергопотребления предприятия, решаемой в данной работе, является исполь-
зование дополнительных условий, выполнение которых при достаточной мощ-
ности локальных генераторов и накопителей энергии приводит к сглаживанию
оптимального профиля энергопотребления предприятия. Это облегчает реа-
лизацию такого профиля энергопотребления предприятия, так как не требует
резкого изменения рабочих режимов, перенастройки оборудования и измене-
ния интенсивности работы персонала предприятия. Предложенный автора-
ми эвристический алгоритм позволяет реализовать выполнение дополнитель-
ных условий и при этом избежать сведения задачи оптимального планирова-
ния энергопотребления предприятия к задаче линейно-целочисленной оптими-
зации. В работе выполнена реализация примера оптимизации энергопотребле-
ния небольшого предприятия, на территории которого расположены два по-
требителя электроэнергии и различные локальные генераторы и накопители
энергии.

Ключевые слова: оптимизация энергопотребления, оптимальное плани-
рование энергопотребления, возобновляемые источники энергии, micro
smart grid, линейное программирование.

1. Введение

В настоящее время многие предприятия приобретают ло-
кальные генераторы, в том числе возобновляемые (Renewable

1 Олег Юрьевич Марьясин, к.т.н., доцент (maryasin2003@list.ru).
2 Артем Николаевич Плохотнюк, аспирант (admin@nixson.ru).
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Energy Sorces – RES), и накопители энергии с целью снижения
оплаты за электроэнергию, уменьшения выбросов парниковых
газов и повышения надежности электроснабжения своих энерго-
потребителей. Это обусловило появление локальных малых ин-
теллектуальных сетей (Micro Smart Grid – MSG) предприятий
[5, 15, 23]. Все генераторы энергии сети MSG предприятия разде-
лим на RES-генераторы и на генераторы на ископаемом топливе
(Fossil Energy Sources – FES). В качестве RES-генераторов для
энергоснабжения предприятий чаще всего используются масси-
вы PV-панелей и ветряные турбины. В качестве FES-генераторов
могут выступать дизельгенераторы, газапоршневые генераторы,
микротурбины, когенераторы (Combined Heat and Power – CHP)
и микрокогенераторы (micro CHP), генераторы на топливных эле-
ментах (Fuel Cell Generators). Энергия от RES-генераторов может
потребляться для энергоснабжения предприятия непосредствен-
но или через распределенные накопители энергии (Distributed
Energy Storage – DES).

Цена на электроэнергию для потребителей Российской Феде-
рации, рассчитывающихся за электроэнергию по 3–6 ценовым ка-
тегориям, складывается из нерегулируемой составляющей опто-
вого рынка электроэнергии (мощности), регулируемых тарифов
на услуги по передаче электрической энергии, сбытовых надба-
вок гарантирующих поставщиков и платы за иные услуги. До-
ля нерегулируемой части в конечной стоимости электроэнергии
для потребителя зависит от уровня напряжения и максимальной
мощности его энергопринимающих устройств. Эта доля может
изменяться от 38% для объектов мощностью до 670 кВт, под-
ключенных на низком напряжении (менее 0,4 кВ), до 60% для
объектов присоединенной мощностью более 10 МВт на высоком
напряжении (110 кВ и выше) [26].

Нерегулируемая часть стоимости электроэнергии включа-
ет стоимость мощности, которая в среднем составляет около
35% от суммы затрат на электроэнергию [26]. Стоимость мощ-
ности, в зависимости от ценовой категории энергопотребителя,
складывается из стоимости покупной (потребленной) и сетевой
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мощности (только для 4, 6 ценовых категорий). Стоимость по-
купной мощности рассчитывается как произведение средневзве-
шенной рыночной цены на мощность на среднее энергопотреб-
ление предприятия в часы пиковой нагрузки за текущий месяц.
Для того чтобы снизить стоимость покупной мощности для энер-
гопотребителя, необходимо максимально сократить потребление
электроэнергии в часы пиковой нагрузки.

Суточный график полной цены (включающей покупную
мощность) на электроэнергию для энергопотребителей 3, 4 це-
новых категорий имеет вид, подобный показанному на рис. 1.
Из графика видно, что в часы пиковой нагрузки полная цена на
электроэнергию может возрастать по сравнению с ценой в другие
часы в десятки раз. Это обусловлено размером платы за покуп-
ную мощность, величина которой зависит от потребления элек-
троэнергии в часы пиковой нагрузки.

Рис. 1. График полной цены на электроэнергию

Для предприятий, рассчитывающихся за электроэнергию
по 3–6 ценовым категориям, существует несколько способов
уменьшения оплаты за электроэнергию за счет управления
энергопотреблением с учетом цен на электроэнергию и платы
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за мощность. В первом случае добиться снижения энергозатрат
в часы, отличные от часов пиковой нагрузки, можно уменьшая
потребление электроэнергии в периоды высоких почасовых ры-
ночных цен на электроэнергию и увеличивая нагрузку в часы,
когда цена становится ниже. Во втором случае необходимо мак-
симально сократить потребление электроэнергии в часы пиковой
нагрузки.

В условиях необходимости выполнения производственной
программы предприятия сокращение потребления электроэнер-
гии в одни периоды времени будет приводить к увеличению
энергопотребления в другое время. При этом необходимо учи-
тывать ограничения, накладываемые на минимальное и макси-
мальное энергопотребление, связанные с работой технологиче-
ского оборудования, безопасностью производства, жизнедеятель-
ностью людей и др.

Снижение энергопотребления в часы высоких цен на элек-
троэнергию и часы пиковой нагрузки возможно за счет измене-
ния графика работы предприятия и режимов работы оборудова-
ния и персонала. Однако на практике реализация таких мер явля-
ется крайне затруднительной для предприятия, так как периоды
высоких цен и часы пиковой нагрузки могут изменяться факти-
чески каждые сутки и соответственно так же должен изменяться
график работы предприятия. Частая смена рабочих режимов и из-
менение интенсивности работы оборудования и персонала пред-
приятия может привести к возникновению не только техниче-
ских, но и социальных проблем. Поэтому в данной работе основ-
ным способом достижения снижения затрат на электроэнергию
будет использование собственных источников энергии предприя-
тия, RES- и FES-генераторов и устройств DES.

Таким образом, для получения максимальной экономии
необходимо реализовать управление энергопотреблением объек-
тов предприятия путем оптимальной организации энергоснабже-
ния в течение суток от центральной энергосистемы, локальных
генераторов и накопителей энергии с учетом цен на электроэнер-
гию от различных источников энергии, часов пиковой нагрузки
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и других ограничений на энергопотребление. Следовательно, мо-
жет быть поставлена задача оптимального планирования энер-
гопотребления (Optimal Energy Consumption Scheduling – OECS)
предприятия. Подобные задачи находят широкое распростране-
ние в системах управления спросом (Demand Side Management –
DSM) и в сетях Smart Grid [25, 32, 33, 35]. Задачи OECS соот-
ветствуют разомкнутой системе, когда значения оптимизируемых
параметров определяются заранее для всего периода планирова-
ния на основе прогнозирования важнейших показателей системы.
Недостатком такого подхода является то, что погрешности про-
гнозирования и различные внешние возмущения и внештатные
ситуации могут привести к тому, что фактический профиль энер-
гопотребления будет существенно отличаться от планового.

Другим подходом, широко применяемым на практике для
оптимизации энергопотребления, является оптимальное управле-
ние энергопотреблением (Optimal Energy Consumption Control –
OECC). Задачи OEСC соответствуют замкнутой системе, когда
значения оптимизируемых параметров определяются на основе
текущего состояния системы. Это значительно повышает точ-
ность управления и позволяет оперативно реагировать на внеш-
ние возмущения. Примером таких задач является задачи опти-
мального управления энергопотреблением здания [19, 21].

В [29] одним из авторов был описан способ, который позво-
ляет сблизить эти два разных подхода. В предлагаемом в [29]
алгоритме после решения задачи OECS горизонт планирова-
ния сдвигается вперед на один шаг, размер которого значитель-
но меньше длины горизонта планирования. Идея использова-
ния сдвигающегося горизонта планирования не является новой.
Она давно и широко применяется в алгоритмах Model Predictive
Control (MPC) для решения задач OECC [4, 7, 9]. В дальней-
шем подобные схемы стали использоваться и для решения за-
дач OECS. Например, описание методов оптимального плани-
рования со сдвигающимся горизонтом можно найти в недавних
работах, посвященных оптимизации режимов работы энергосе-
тей, включающих локальные генераторы и накопители энергии
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[11, 13, 36]. Так, в [36] оптимизация со скользящим горизонтом
(a rolling horizon optimization) используется, чтобы максимизиро-
вать прибыль энергосистемы, включающей PV-панели и ветря-
ные турбины в сочетании с системой накопления энергии. В [11]
утверждается, что подход к оптимизации со скользящим гори-
зонтом более реалистичен, чем традиционные методы, которые
учитывают полное знание рыночных цен и объемов производ-
ства/потребления энергии за весь оптимизируемый период. Опти-
мизация со скользящим горизонтом также применялась в [13] при
реализации двухэтапной процедуры оптимального планирования
генерации MSG сети, включающей генерацию электроэнергии на
сутки вперед и генерацию внутри текущих суток. В отличие от
работ [11, 13, 36] схема алгоритма со сдвигающимся горизон-
том, описанная в [29], больше напоминает схему, применяемую
в алгоритмах MPC, так как после решения задачи OECS реаль-
ные значения мощности локальных генераторов и накопителей
используются для определения новых значений этих переменных
на следующем шаге.

Кроме того, в отличие от задач OECS, описанных в [29, 30],
в данной работе приводится расширенный вариант постановки
этой задачи. Это связано с использованием специальных прие-
мов для выравнивания оптимального профиля энергопотребле-
ния предприятия.

2. Задача OECS

В данной работе предполагается, что предприятие включа-
ет 𝑁 объектов, являющихся потребителями электроэнергии. Под
объектом понимается одно или несколько зданий предприятия
и прилегающая к ним территория. Если на прилегающей терри-
тории находятся какие-то энергопотребители, например, парков-
ка с зарядной станцией для электромобилей или технологическое
оборудование, то их энергоснабжение производится от близлежа-
щего здания.

Пусть 𝑥𝑖,ℎ– мощность потребляемая объектом 𝑖 = 1, . . . , 𝑁
предприятия от центральной энергосети в час ℎ = 𝑡 + ∆ℎ, . . . ,
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𝑡 + 𝐻; 𝑝𝑔,ℎ – мощность 𝑔-го генератора, 𝑔 = 1, . . . , 𝐺, в час ℎ;
𝐺 = 𝑅 + 𝐹 – общее число генераторов на предприятии; 𝑅 – чис-
ло RES-генераторов; 𝐹 – число FES-генераторов; 𝑑𝑠,ℎ – мощность
𝑠-го устройства DES, 𝑠 = 1, . . . , 𝑆, в час ℎ; 𝑡 – начальный мо-
мент времени; 𝐻 – горизонт планирования. В данной работе го-
ризонт планирования принимается равным 24 часа, а шаг по вре-
мени ∆ℎ – равным одному часу. Каждое 𝑠-е устройство DES,
𝑠 = 1, . . . , 𝑆, связано с 𝑔-м RES-генератором, 𝑔 = 1, . . . , 𝑅, от ко-
торого оно заряжается.

Критерий оптимальности для задачи оптимального планиро-
вания энергопотребления предприятия будет иметь вид

(1) 𝐸𝑂𝐸𝐶𝑆 =
𝑁∑︁
𝑖=1

𝐻∑︁
ℎ=1

(︂
𝑐ℎ𝑥𝑖,ℎ +

𝐺∑︁
𝑔=1

𝑐𝑔𝑝𝑔,ℎ +
𝑆∑︁

𝑠=1

𝑐𝑠𝑑𝑠,ℎ

)︂
,

где 𝑐ℎ – прогнозное значение рыночной цены на электроэнер-
гию от центральной энергосети в час ℎ, ℎ = 𝑡 + ∆ℎ, . . . , 𝑡 + 𝐻;
𝑐𝑔 – цена за электроэнергию от 𝑔-го генератора; 𝑐𝑠 – цена за
электроэнергию от 𝑠-го устройства DES. Критерий (1) включа-
ет мощности локальных генераторов и накопителей энергии, так
как в общем случае цена электроэнергии, полученной из этих ис-
точников, может быть сравнимой по уровню или даже временами
превышать цену за электроэнергию от центральной энергосети.

Обозначим 𝑋𝑑 среднее потребление электроэнергии (уро-
вень спроса) на горизонте планирования 𝐻 , необходимое пред-
приятию для выполнения своих функций. Тогда будет справедли-
во условие

(2)
𝑁∑︁
𝑖=1

𝐻∑︁
ℎ=1

(︂
𝑥𝑖,ℎ +

𝐺∑︁
𝑔=1

𝑝𝑔,ℎ +

𝑆∑︁
𝑠=1

𝑑𝑠,ℎ

)︂
= 𝑋𝑑.

Зададим нижние и верхние границы почасового энергопо-
требления, мощности генераторов и устройств DES:
(3) 𝑥𝑖,ℎ,𝑙 6 𝑥𝑖,ℎ 6 𝑥𝑖,ℎ,𝑢, ℎ = 𝑡 + ∆ℎ, . . . , 𝑡 + 𝐻,

(4) 𝑝𝑔,ℎ,𝑙 6 𝑝𝑔,ℎ 6 𝑝𝑔,ℎ,𝑢, 𝑔 = 1, . . . , 𝐺, ℎ = 𝑡 + ∆ℎ, . . . , 𝑡 + 𝐻,

(5) 𝑑𝑠,ℎ,𝑙 6 𝑑𝑠,ℎ 6 𝑑𝑠,ℎ,𝑢, 𝑠 = 1, . . . , 𝑆, ℎ = 𝑡 + ∆ℎ, . . . , 𝑡 + 𝐻,
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где 𝑥𝑖,ℎ,𝑙, 𝑥𝑖,ℎ,𝑢 – нижние и верхние границы почасового энерго-
потребления от центральной энергосети объекта 𝑖; 𝑝𝑔,ℎ,𝑙, 𝑝𝑔,ℎ,𝑢 –
нижние и верхние границы почасового энергопотребления от ге-
нераторов; 𝑑𝑠,ℎ,𝑙, 𝑑𝑠,ℎ,𝑢 – нижние и верхние границы почасово-
го энергопотребления от устройств DES. Условие (4) для FES-
генераторов будет иметь вид 𝑝𝑔,ℎ,𝑙 = 0, 𝑝𝑔,ℎ,𝑢 = 𝑝𝑔,ℎ,𝑛, где 𝑝𝑔,ℎ,𝑛 –
номинальная мощность генератора, т.е. предполагается что FES-
генераторы могут работать только на их номинальной мощности.
Возможность работы FES-генераторов на мощности, отличной от
номинальной, в данной работе не рассматривается.

Границы почасового энергопотребления определяются воз-
можностями предприятия сокращать или увеличивать свое энер-
гопотребление, а также возможностями локальных генераторов
и накопителей энергии. В интервале пиковой нагрузки ℎ𝑝𝑝 необ-
ходимо снизить энергопотребление до минимально возможного
𝑋𝑝𝑝, т.е. должно выполняться условие

(6)
𝑁∑︁
𝑖=1

𝑥𝑖,ℎ 6 𝑋𝑝𝑝, ℎ ∈ ℎ𝑝𝑝.

В идеальном случае при 𝑋𝑝𝑝 = 0 потребление электроэнер-
гии из центральной энергосети в час пиковой нагрузки должно
отсутствовать. Такой режим функционирования MSG предприя-
тия еще называют режимом острова (islanded mode), в отличие от
режима, когда MSG потребляет электроэнергию из центральной
энергосети (grid-connected mode) [12]. В этом случае при соблю-
дении ограничения (6) и точных прогнозов часов пиковой нагруз-
ки в течение месяца плата за мощность для предприятия будет
равна нулю.

Одним из недостатков методов OECS, представленных в [29,
30], является существенная нестабильность профиля энергопо-
требления в течение суток, связанная с провалами и резкими из-
менениями профиля, в особенности в дневное и вечернее время и
во время интервала пиковой нагрузки. Это сильно затрудняет ре-
ализацию такого профиля энергопотребления предприятием, так
как требует резкого изменения рабочих режимов, перенастрой-
ки оборудования и изменения интенсивности работы персонала

191



Управление большими системами. Выпуск 106

предприятия.
При наличии у предприятия локальных генераторов и на-

копителей энергии, особенно если среди генераторов есть FES-
генераторы, т.е. 𝐹 > 0, можно ввести дополнительное усло-
вие способствующее выравниванию профиля энергопотребления.
Пусть 𝑋ℎ — среднее энергопотребление предприятия в час ℎ. Для
полной компенсации потребления электроэнергии из централь-
ной энергосети за счет локальных генераторов и накопителей
энергии должно выполняться неравенство

(7) 𝑋ℎ −
𝑁∑︁
𝑖=1

𝑥𝑖,ℎ 6
𝐺∑︁

𝑔=1

𝑝𝑔,ℎ +

𝑆∑︁
𝑠=1

𝑑𝑠,ℎ.

Выполнение условия (7) приводит к сглаживанию оптималь-
ного профиля энергопотребления предприятия. При отсутствии
или недостаточной мощности локальных генераторов и накопи-
телей, в особенности FES-генераторов, условие (7) может быть
нереализуемым или не приводить к выравниванию профиля.

В интервале пиковой нагрузки ℎ𝑝𝑝 выражение (7) будет
иметь вид

(8) 𝑋ℎ𝑝𝑝 −𝑋𝑝𝑝 6
𝐺∑︁

𝑔=1

𝑝𝑔,ℎ +

𝑆∑︁
𝑠=1

𝑑𝑠,ℎ.

При 𝑋𝑝𝑝 = 0 (в режиме острова) для выполнения условия
(8) необходимо, чтобы суммарная мощность всех локальных ге-
нераторов и накопителей превышала среднее энергопотребление
предприятия 𝑋ℎ на интервале ℎ𝑝𝑝. Это довольно жесткое усло-
вие, которое можно удовлетворить только при наличии достаточ-
ной мощности локальных генераторов и накопителей.

Решение задачи OECS и выполнение условия (7) может при-
вести к тому, что FES-генераторы будут включаться и выключать-
ся слишком часто в течение дня. Это повышает износ оборудова-
ния FES-генераторов и может привести к снижению срока служ-
бы данных генераторов. Поэтому для FES-генераторов вводится
дополнительное условие сокращающее количество их пусков и
остановов в соседние часы путем продления времени работы ге-
нераторов.
(9) 𝑝𝑔,ℎ = 𝑝𝑔,ℎ,𝑛, 𝑖𝑓 ℎ𝑢[ℎ] = ℎ𝑑[ℎ−1] = 1, ℎ𝑢[ℎ] = ℎ𝑑[ℎ−2] = 1,
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где ℎ𝑢[ℎ] – массив из 0 и 1, показывающий часы пуска FES-
генератора, где 0 – генератор остановлен, 1 – генератор запу-
щен; ℎ𝑑[ℎ] – массив из 0 и 1, показывающий часы останова FES-
генератора. Выполнение условия (9) приводит к тому, что FES-
генераторы будут работать более длительное время без частых
пусков и остановов.

На сглаживание профиля также может влиять число
устройств DES и время, когда они переключаются на энерго-
снабжение предприятия. Если условие (8) не выполняется, то
для сокращения энергопотребления от центральной энергосети
все устройства DES должны переключаться на энергоснабжение
предприятия в интервале ℎ𝑝𝑝. Таким путем можно обеспечить ми-
нимальный провал профиля энергопотребления в интервале пи-
ковой нагрузки. Если интервал ℎ𝑝𝑝 включает несколько часов, то
для обеспечения выполнения условия (6), при выполнении усло-
вия (8) для первого часа, подключение накопителей энергии для
энергоснабжения предприятия можно разнести по разным часам
интервала пиковой нагрузки.

В данной работе в качестве базового варианта рассмат-
ривается вариант, когда устройства DES заряжаются от RES-
генераторов и переключаются на энергоснабжение предприятия
только один раз в день, в интервале пиковой нагрузки. Если на-
копителей энергии много или зарядка накопителей энергии про-
исходит достаточно быстро, то в этом случае устройства DES мо-
гут подключаться для энергоснабжения предприятия по несколь-
ку раз в день. В этом случае может быть рассмотрена задача опре-
деления оптимальных моментов времени подключения накопите-
лей с учетом ограничений на интервалы времени подключения.
Это также может способствовать выравниванию профиля энерго-
потребления предприятия.

Таким образом, задача OECS будет состоять в минимизации
критерия (1) при выполнении условий (2)–(9). Искомыми пере-
менными в данной задаче будут переменные 𝑥𝑖,ℎ, 𝑝𝑔,ℎ, 𝑑𝑠,ℎ. За-
дача (1)–(8) без учета условия (9) и описанных ранее случаев,
когда устройства DES переключаются на энергоснабжение пред-
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приятия более одного раза в день, является линейной. Поэтому
для ее решения можно использовать метод линейного програм-
мирования. Учет условия (9) и случаев, когда устройства DES пе-
реключаются на энергоснабжение предприятия более одного ра-
за в день, приводит к задаче смешанной линейно-целочисленной
оптимизации, решение которой является гораздо более трудоем-
ким, чем решение задачи линейной оптимизации. Поэтому в дан-
ной работе авторы предложили эвристический алгоритм, поз-
воляющий избежать сведения задачи OECS к задаче линейно-
целочисленной оптимизации и при этом реализовать условие (9)
и последовательное подключение накопителей в течение двухча-
сового интервала пиковой нагрузки. Это осуществляется за счет
итеративной коррекции ограничений (4) и (5).

Эвристический алгоритм решения задачи OECS включает
следующие основные шаги:

1. Выполняются прогнозы рыночных цен на электроэнергию
𝑐ℎ и часов пиковой нагрузки ℎ𝑝𝑝 на месяц вперед. Производится
прогноз значений мощности RES генераторов 𝑝𝑔,ℎ, 𝑔 = 1, . . . , 𝑅,
и мощности устройств DES 𝑑𝑠,ℎ на горизонте планирования 𝐻 .
Полученные значения 𝑝𝑔,ℎ и 𝑑𝑠,ℎ используются для задания 𝑝𝑔,ℎ,𝑢
и 𝑑𝑠,ℎ,𝑢 в условиях (4) и (5) соответственно. Задаются нижние
𝑥𝑖,ℎ,𝑙 и верхние 𝑥𝑖,ℎ,𝑢 границы почасового энергопотребления.

2. Решается задача OECS (1)–(6) на горизонте планирования
𝐻 и определяются оптимальные значения переменных 𝑥𝑖,ℎ, 𝑝𝑔,ℎ и
𝑑𝑠,ℎ в моменты ℎ = 𝑡+ ∆ℎ, . . . , 𝑡+𝐻 без учета условия (7). Если
полученный суммарный профиль энергопотребления предприя-
тия признается трудно реализуемым, то производится повторное
решение задачи OECS на горизонте планирования 𝐻 с учетом
условия (7).

3. Производится анализ работы FES генераторов и при
необходимости корректируются ограничения (4) для выполнения
условия (9), производится повторное решение задачи OECS на
горизонте планирования 𝐻 .

4. При наличии избытков мощности устройств DES для пер-
вого часа пиковой нагрузки рассматривается вариант последо-
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вательного подключения накопителей энергии для энергоснаб-
жения предприятия в разные часы интервала пиковой нагрузки
за счет корректировки ограничений (5) и производится повтор-
ное решение задачи OECS на горизонте планирования 𝐻 .

3. Задача OECS со сдвигающимся горизонтом

Алгоритм решения задачи OECS со сдвигающимся горизон-
том позволяет преодолеть недостаток задач OECS, связанный
с тем, что погрешности прогнозирования и различные внешние
возмущения и внештатные ситуации могут привести к тому, что
фактический профиль энергопотребления будет существенно от-
личаться от планового оптимального профиля.

Алгоритм решения задачи OECS со сдвигающимся горизон-
том включает следующие основные шаги:

1. Решается задача OECS на горизонте планирования 𝐻
и определяются оптимальные значения переменных 𝑥𝑖,ℎ, 𝑝𝑔,ℎ
и 𝑑𝑠,ℎ в моменты ℎ = 𝑡+∆ℎ, . . . , 𝑡+𝐻 . В результате решения за-
дачи определяется оптимальный профиль энергопотребления от
центральной энергосети, RES-генераторов и устройств DES на
горизонте планирования 𝐻 . Оптимальные значения переменных
𝑥𝑖,ℎ, 𝑝𝑔,ℎ и 𝑑𝑠,ℎ в текущий момент времени используются для за-
дания нагрузок производственного и энергетического оборудова-
ния.

2. Горизонт планирования сдвигается на один шаг вперед.
Определяются реальные значения переменных 𝑥𝑖,ℎ, 𝑝𝑔,ℎ и 𝑑𝑠,ℎ.
Полученные реальные значения мощности RES-генераторов и на-
копителей вместе с накопленными ранее данными используют-
ся для прогнозирования новых значений 𝑝𝑔,ℎ и 𝑑𝑠,ℎ в моменты
ℎ = 𝑡 + 2∆ℎ, . . . , 𝑡 + 𝐻 + ∆ℎ. Новые значения 𝑝𝑔,ℎ и 𝑑𝑠,ℎ ис-
пользуются для задания значений 𝑝𝑔,ℎ,𝑢 и 𝑑𝑠,ℎ,𝑢 в условиях (4) и
(5).

3. Выполняется переход на шаг 1 алгоритма, и вся процедура
повторяется с данного шага.

На шаге 2 алгоритма используются реальные значения энер-
гопотребления, мощности локальных генераторов и накопите-

195



Управление большими системами. Выпуск 106

лей энергии. Все это значительно уменьшает риск существен-
ного расхождения планового и фактического профилей энерго-
потребления, что может привести к нарушению производствен-
ной программы предприятия. Использование сдвигающегося го-
ризонта позволяет добавить в задачу OECS элементы обратной
связи и тем самым приблизить задачу OECS к задаче OECC.
Представленная схема алгоритма решения задачи OECS со сдви-
гающимся горизонтом напоминает схему, применяемую в MPC-
алгоритмах, включающую сдвиг горизонта планирования на один
шаг дискретизации, использование текущих значений перемен-
ных состояния объекта и реализацию полученных оптимальных
значений управления только для текущего момента времени.

4. Практический пример

4.1. Сеть MSG предприятия
Рассмотрим пример предприятия, включающего два объек-

та и локальные генераторы энергии в составе: солнечной элек-
тростанции (СЭС), ветровой электростанции (ВЭС) и газопорш-
невой электростанции (ГПЭ). СЭС и ВЭС работают в комплек-
те с сетевыми накопителями энергии (СНЭ). В данной работе
не рассматривалась задача определения оптимального состава и
мощности локальных генераторов и накопителей энергии. Одна-
ко предложенные в данной работе методы можно использовать
для оценки вариантов по получаемой экономии. Следовательно,
может быть поставлена и решена задача определения оптималь-
ного состава и мощности локальных генераторов и накопителей
энергии. Пример решения подобной задачи представлен в [29].

Укрупненная схема сети MSG предприятия показана
на рис. 2. Сеть MSG включает внешнюю сеть 10 кВ, Шину 1 и
Шину 2 на 10 кВ, Линию 1 на 10 кВ, трансформатор 10 кВ/0,4 кВ
и Шину 3 на 380 В. К Линии 2 на 380 В и Шине 4 подключен объ-
ект 1 (Потребитель 1). К Линии 3 на 380 В и Шине 5 подключен
объект 2 (Потребитель 2). Потребитель 1 включает Нагрузку 1
(Здание 1) мощностью 150 кВт и Нагрузку 2 (Здание 2) мощ-
ностью 110 кВт. Потребитель 2 содержит Нагрузку 3 (Здание 3)
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мощностью 200 кВт. К Линии 4 на 380 В и Шине 7 подключены
ГПЭ мощностью 500 кВт, ВЭС мощностью 200 кВт с СНЭ мощ-
ностью 160 кВА и СЭС мощностью 300 кВт с СНЭ мощностью
200 кВА. Линия 5 соединяет локальные генераторы и накопители
энергии с Потребителем 1, а Линия 6 – с Потребителем 2.

Рис. 2. Схема MSG предприятия

4.2. Прогнозирование цен и часов пиковой нагрузки
Для решения задачи OECS необходимо иметь информацию

о рыночных ценах на электроэнергию в текущем месяце. Осо-
бенностью розничного рынка электроэнергии для регионов Рос-
сийской федерации, относящихся к ценовым зонам, является то,
что данные о рыночных ценах на электроэнергию для текущего
месяца становятся известны только после десятого числа следу-
ющего месяца. Поэтому для решения задачи OECS необходимо
выполнить прогноз рыночных цен на электроэнергию на месяц
вперед.

Тема прогнозирования рыночных цен на электроэнергию
широко представлена в мировой научной литературе [37, 42].
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В последнее время для прогнозирования рыночных цен на элек-
троэнергию все более популярными становятся глубокие нейрон-
ные сети (Deep Neural Networks – DNN) [22, 38, 39]. В данной
работе для прогнозирования рыночных цен на электроэнергию
на месяц вперед применялось разработанное ранее одним из ав-
торов приложение, описанное в [28]. Приложение позволяет по-
лучить прогноз цен на электроэнергию на месяц вперед с ис-
пользованием различных вариантов структур искусственных ней-
ронных сетей (Artificial Neural Networks – ANN). Среди возмож-
ных вариантов многослойный персептрон (Multilayer perceptron –
MLP) и такие популярные архитектуры DNN, как сети долгой
краткосрочной памяти (Long Short Term Memory NN – LSTM
NN), управляемые рекуррентные нейроны (Gated Reccurent Unit –
GRU) и сверточные нейронные сети (Convolutional NN – CNN),
а также их комбинации в виде последовательного, параллельного
или последовательно-параллельного соединения ANN различных
типов. В [27] произведено сравнение различных вариантов струк-
тур ANN по точности прогнозирования цен на электроэнергию.
Из всех вариантов ANN при прогнозировании рыночных цен на
электроэнергию наиболее предпочтительными по точности ока-
зались многовходовой вариант Multiple Input LSTM, комбинации
CNN c MLP и LSTM с CNN и MLP.

В качестве исходных данных для прогнозирования рыноч-
ных цен на электроэнергию использовалась информация, которая
ежемесячно публикуется на сайте гарантирующего поставщика
того региона в котором находится предприятие [2].

В [30] показано, что использование прогнозных значений
цен на электроэнергию вместо их реальных значений может ока-
зывать влияние на вид полученного в результате решения зада-
чи OECS оптимального профиля энергопотребления. Однако это
влияние ограничивается небольшим снижением экономии, полу-
чаемой от оптимального планирования.

Данные о часах пиковой нагрузки в текущем месяце также
становятся известны только в следующем месяца. Поэтому кроме
прогноза рыночных цен на электроэнергию для решения задачи
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OECS необходимо знать прогноз часов пиковой нагрузки на ме-
сяц вперед. В отличие от задач прогнозирования энергопотреб-
ления и цен на электроэнергию задача прогнозирования часов
пиковой нагрузки не является популярной в научной литературе.
В зарубежной литературе можно найти только публикации, по-
священные решению близких по характеру задач прогнозирова-
ния пиков (максимумов) рыночной цены (price spike) на электро-
энергию и пиков электрической нагрузки [6, 34]. Из российских
публикаций на эту тему следует отметить работы [1, 40].

В данной работе для прогнозирования часов пиковой на-
грузки на месяц вперед применялось упомянутое ранее прило-
жение [28]. В данном приложении для прогнозирования часов
пиковой нагрузки используется косвенный метод, основанный на
прогнозировании на месяц вперед суммарного потребления элек-
троэнергии региона. Выполнив прогнозирование и определив по
прогнозу пики суммарного потребления региона за каждые сутки,
можно найти значения часов пиковой нагрузки в следующем ме-
сяце [26]. Такой метод позволяет получить прогноз часов пиковой
нагрузки, который обеспечит совпадение с реальными данными
на уровне около 30–40%.

Для повышения точности прогноза можно использовать дан-
ные, полученные в результате анализа часов пиковой нагрузки
за предыдущие годы. В [1, 26] на основе такого анализа были
выявлены наиболее вероятные значения часов пиковой нагрузки
для каждого месяца и наиболее вероятное распределение часов
пиковой нагрузки по дням недели. Коррекция результатов про-
гнозирования часов пиковой нагрузки на месяц вперед на основе
анализа данных за предыдущие годы позволяет повысить про-
цент совпадений с реальными данными до 45–65%.

Можно еще более увеличить процент совпадений, если вме-
сто одночасового интервала для пиковой нагрузки рассматривать
двухчасовой интервал. Расширение интервала для пиковой на-
грузки позволяет увеличить вероятность того, что реальный час
пиковой нагрузки попадет в расширенный интервал. При исполь-
зовании двухчасовых интервалов можно довести точность про-
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гнозов часов пиковой нагрузки до уровня 70–75% и выше.
Ошибка, связанная с прогнозированием часов пиковой

нагрузки, приводит к тому, что при неверном прогнозе экономия,
получаемая за счет максимального снижения энергопотребления
в час пиковой нагрузки, не будет получена. В [29] показано, что
среднесуточная экономия, получаемая в результате решения зада-
чи OECS в течение месяца, для двухчасовых интервалов пиковой
нагрузки будет выше, чем для одночасового интервала. Поэтому
для предприятий, имеющих локальные генераторы и накопите-
ли энергии достаточной мощности, использование двухчасовых
интервалов пиковой нагрузки может быть экономически целесо-
образным. Далее решение задачи OECS будет произведено как
для одночасового, так и для двухчасового интервала.

Получить реальные данные о часах пиковой нагрузки для
прогнозирования можно с сайта АО «Администратор торговой
системы» [3].

4.3. Прогнозирование мощности RES генераторов и устройств
DES
Другими прогнозами, необходимыми для решения задачи

OECS, являются прогнозы значений мощности RES-генераторов.
Если горизонт планирования 𝐻 в задаче OECS составляет одни
сутки, то для ее решения необходимо иметь прогнозы мощности
RES-генераторов на день вперед (day ahead).

Мощности RES-генераторов можно рассчитать по извест-
ным формулам [14, 18], используя прогнозы необходимых кли-
матических параметров, таких как интенсивность солнечной ра-
диации, облачность, скорость ветра и др. Однако прогнозиро-
вание временных рядов климатических параметров – это не
менее сложная задача, чем прогнозирование мощности RES-
генераторов. Для ее решения часто используются те же ме-
тоды, что и для прогнозирования мощности RES-генераторов
[10, 20, 43]. Поэтому, имея информацию о мощности RES-
генераторов в настоящий и прошедшие периоды времени, пред-
приятие может делать прогнозы, не уступающие по точности
прогнозам, которые могли быть сделаны на основе прогнозов ме-
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теослужб.
Существуют готовые библиотеки для определения мощности

RES-генераторов на основании открытых данных о погоде в раз-
личных регионах земли [17]. В данной работе были использова-
ны данные о мощности массива PV-панелей и ветряной турбины,
полученные таким способом.

Для выполнения прогнозов мощности RES-генераторов мо-
жет использоваться подход на основе краткосрочного предика-
тора. Краткосрочный предикатор выполняет прогноз значений
мощности 𝑝𝑔,ℎ, 𝑔 = 1, . . . , 𝑅, на горизонте прогнозирования
𝐻,ℎ ∈ [0, 𝐻]. Прогнозирование производится по формуле
(10) 𝑝𝑔,ℎ+1 = 𝑓(𝑎𝑔,ℎ, . . . , 𝑎𝑖,𝑔,ℎ−𝑙),

где 𝑎𝑔,ℎ, . . . , 𝑎𝑔,ℎ−𝑙 – векторы параметров, включающие значения
мощности RES генераторов 𝑝𝑔,ℎ, . . . , 𝑝𝑔,ℎ−𝑙; 𝑓 – в общем случае
нелинейная функция; 𝑙 – число, задающее количество значений
мощности в предыдущие часы, участвующих в прогнозе. Век-
тор параметров 𝑎𝑔,ℎ может включать не только значения мощно-
сти 𝑝𝑔,ℎ, но и дополнительные признаки, например, текущий час,
день и месяц.

В начальный момент времени (в 0 часов) значения
𝑝𝑔,ℎ, . . . , 𝑝𝑔,ℎ−𝑙 представляют собой значения мощности RES-
генераторов в предыдущие часы предыдущих суток. Эти зна-
чения известны. По этим значениям прогнозируется значения
мощности RES-генераторов в следующий час. Следовательно,
в начальный момент времени по формуле (10) реализуется од-
ношаговый предикатор. После этого в цикле производится фор-
мирование массива значений мощности по часам по правилу
𝑝𝑔,ℎ−𝑙 = 𝑝𝑔,ℎ−𝑙+1, . . . , 𝑝𝑔,ℎ = 𝑝𝑔,ℎ+1. Таким образом, сначала
при прогнозировании используются реальные значения мощно-
сти 𝑝𝑔,ℎ, а затем начиная со следующего шага начинают исполь-
зоваться значения мощности полученные в результате прогноза.

Хорошо известно, что использование краткосрочного преди-
катора (10) с течением времени приводит к накоплению ошибки.
Чем больше горизонт прогнозирования, тем большей может ока-
заться ошибка. Поэтому для повышения устойчивости результа-
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тов прогнозирования необходимо использовать дополнительные
признаки. В качестве таких признаков могут выступать кален-
дарные данные о часе, дне и месяце. Однако это не позволяет
достичь приемлемого качества прогнозирования, в особенности
при прогнозировании мощности ветрогенераторов [31].

Другие дополнительные признаки, которые могут исполь-
зоваться для повышения качества прогнозирования мощности
RES-генераторов, можно получить путем декомпозиции исход-
ного временного ряда на отдельные составляющие (modes).
К наиболее популярным методам декомпозиции относятся WD
(Wavelet Decomposition), WPD (Wavelet Packet Decomposition),
EMD (Empirical Mode Decomposition), EEMD (Ensemble Empirical
Mode Decomposition), EWT (Empirical Wavelet Transform) [16, 41].
В [8] отмечено, что EWT при обработке нестационарных сиг-
налов превосходит по эффективности все остальные методы
и у EWT отсутствуют многие недостатки, которые имеются
у других методов.

Для прогнозирования значений мощности RES-генераторов
на горизонте планирования 𝐻 в [31] применялись популярные
DNN-архитектуры LSTM, CNN, MLP и такие известные алгорит-
мы машинного обучения как Random forest, XGBost, LightGBM,
CatBoost компании Yandex. Из всех перечисленных ранее моде-
лей наилучшие результаты по точности прогнозирования мощно-
сти PV-модулей показали алгоритмы Random forest и CatBoost с
использованием двух мод EWT. При прогнозировании мощности
ветрогенератора наилучшие результаты по точности прогнозиро-
вания показали MLP ANN и алгоритм CatBoost с использованием
трех мод EWT.

Мощность устройств DES 𝑑𝑠,ℎ на интервале [𝑡 + ∆ℎ, 𝑡 + 𝐻]
может быть определена по формуле [14]

(11) 𝑑𝑠,ℎ+1 = 𝑑𝑠,ℎ(1 − 𝜎) + (𝑝𝑔,ℎ −
𝑁∑︁
𝑖=1

𝑥𝑖,ℎ/𝜂𝑖𝑛𝑣)𝜂𝑏,

где 𝜎 – коэффициент скорости саморазряда батареи; 𝜂𝑖𝑛𝑣 – коэф-
фициент эффективности инвертера; 𝜂𝑏 – коэффициент эффектив-
ности батареи.
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Как сказано ранее, предполагается, что устройства DES за-
ряжаются от RES-генераторов и переключаются на энергоснаб-
жение предприятия только один раз в день в интервале пико-
вой нагрузки. В этом случае сетевые накопители будут заряжены
гораздо раньше, чем будут использованы для энергоснабжения
предприятия. Поэтому для определения их мощности достаточ-
но воспользоваться формулами (11) и (5). Если устройства DES
могут заражаться и подключаются для энергоснабжения предпри-
ятия по нескольку раз в день, то в этом случае для более точного
определения уровня заряда устройств DES и моментов времени
их полного заряда может применяться прогнозирование. В по-
следнее время наиболее успешно для прогнозирования уровня
заряда сетевых накопителей применяются DNN, такие как LSTM
и GRU [44, 45].

4.4. Решение задачи OECS
Для решения задачи OECS применяется эвристический ал-

горитм, представленный в разделе 2 данной работы. Так как за-
дача (1)–(8) линейная, то для ее решения использовался метод
линейного программирования. Метод линейного программирова-
ния находит широкое применение как для решения задачи опти-
мизации энергопотребления предприятий [30], так и для оптими-
зации энергопотребления частных домашних хозяйств [24]. Для
решения задачи OECS применялось разработанное ранее одним
из авторов приложение, описанное в [28].

Далее для определенности, в качестве конкретной даты, для
которой будет решаться задача OECS, возьмем 18.06.2021. Со-
ответственно, будут использоваться данные о ценах на электро-
энергию за июнь 2021 года. Час пиковой нагрузки для 18.06.2021
приходился на 14 часов. Для наглядности сначала будут приведе-
ны решения задачи OECS для начального момента времени для
одночасового интервала пиковой нагрузки без учета и с учетом
условия (7), потом соответствующие решения для двухчасового
интервала. Условие (9) будет учитываться во всех случаях.

Полученные в результате решения задачи OECS графики
оптимальных профилей суммарного энергопотребления от цен-
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тральной энергосети всех объектов (Net Power), мощности СЭС
(PV Power), ВЭС (WT Power), ГПЭ (GG Power), СНС (Battery 1
Power, Battery 2 Power), а также суммарного энергопотребления
от всех источников (Sum Power) для одночасового интервала пи-
ковой нагрузки без учета условия (7) показаны на рис. 3. Сум-
марное энергопотребление от всех источников энергии на всех
графиках показывается ограниченным сверху на уровне макси-
мального энергопотребления предприятия. Графики оптималь-
ных профилей энергопотребления из электросети для объекта 1
(Net1 Power) и объекта 2 (Net2 Power) показаны на рис. 4.

Рис. 3. Графики для одночасового интервала без учета (7)

Рис. 4. Графики оптимальных профилей энергопотребления
из электросети для объекта 1 и объекта 2 для одночасового

интервала
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Рис. 3 показывает, что в результате решения задачи OECS
обеспечивается снижение энергопотребления от центральной
энергосети в час пиковой нагрузки до нуля. Это позволяет по-
лучить существенную экономию электроэнергии. Однако сум-
марный профиль энергопотребления имеет значительные прова-
лы в дневное и вечернее время. Провалы профиля связаны, во-
первых, с необходимостью обеспечения минимального энергопо-
требления от центральной энергосети в час пиковой нагрузки,
во-вторых, с более высокой ценой на электроэнергию в эти часы.

Для выравнивания профиля необходимо увеличивать мощ-
ность используемых локальных генераторов и сетевых накопи-
телей. Увеличение продолжительности работы FES-генераторов
также способствует выравниванию профиля. Необходимо учиты-
вать, что большая часть энергии RES-генераторов тратится на за-
рядку СНС. Работа СНС должна быть организована таким обра-
зом, чтобы при достижении интервала пиковой нагрузки сетевые
накопители были полностью заряжены. При полностью заряжен-
ных накопителях энергия от RES-генераторов может использо-
ваться для энергоснабжения предприятия.

Графики оптимальных профилей энергопотребления и мощ-
ности для одночасового интервала пиковой нагрузки с учетом
условия (7) показаны на рис. 5. Выполнение условия (7) воз-
можно только при достаточной мощности локальных генераторов
и накопителей, в особенности FES-генераторов. В данном случае,
как видно из рис. 5, выполнение условия (7) достигается путем
длительного включения газового генератора.

Графики оптимальных профилей энергопотребления и мощ-
ности для двухчасового интервала пиковой нагрузки без учета
условия (7) показаны на рис. 6. Рис. 6 показывает, что для двухча-
сового интервала пиковой нагрузки присутствуют провалы про-
филя в дневное и вечернее время. Провал во втором часе интерва-
ла пиковой нагрузки связан с тем, что в этот час СНЭ уже разря-
жены, энергия от RES-генераторов идет на зарядку CHЭ, а мощ-
ности ГПЭ недостаточно для выравнивания профиля. В этом
случае даже такие меры, как увеличение мощности используе-
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мых локальных генераторов и сетевых накопителей и увеличе-
ние продолжительность работы FES-генераторов без увеличения
их мощности, не приведут к полному выравниванию профиля.

Рис. 5. Графики для одночасового интервала с учетом (7)

Рис. 6. Графики для двухчасового интервала без учета (7)

Графики оптимальных профилей энергопотребления и мощ-
ности для двухчасового интервала пиковой нагрузки с учетом
условия (7) показаны на рис. 7.

Как видно из рис. 7 использование условия (7) лишь незна-
чительно способствует выравниванию профиля и не удаляет про-
вал во втором часе интервала пиковой нагрузки. Для его удале-
ния можно воспользоваться тем, что мощность одного из СНЭ,
используемая в первом часе интервала пиковой нагрузки, оказы-
вается избыточной. Если произвести подключение одного СНЭ
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Рис. 7. Графики для двухчасового интервала с учетом (7)

для энергоснабжения предприятия в первом часе интервала пи-
ковой нагрузки, а другого СНЭ – во втором часе, то можно
ликвидировать провал профиля энергопотребления, как показа-
но на рис. 8.

Графики оптимальных профилей энергопотребления из элек-
тросети для объекта 1 (Net1 Power) и объекта 2 (Net2 Power) для
двухчасового интервала пиковой нагрузки показаны на рис. 9.

Рис. 8. Графики для двухчасового интервала с учетом (7)
и последовательным включением СНЭ

Таким образом, путем решения задачи OECS при доста-
точной мощности локальных генераторов и сетевых накопите-
лей можно одновременно обеспечить максимальное сокращение
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Рис. 9. Графики оптимальных профилей энергопотребления
из электросети для объекта 1 и объекта 2 для двухчасового

интервала

потребления электроэнергии в часы пиковой нагрузки и вырав-
нивание оптимального профиля энергопотребления предприятия.

Как показано в [29], использование алгоритма OECS со сдви-
гающимся горизонтом вместо OECS может влиять на профиль
энергопотребления.

На рис. 10 показаны графики суммарного энергопотребле-
ния от всех источников, полученные в результате решения зада-
чи OECS и OECS со сдвигающимся горизонтом (Optimal Energy
Consumption Scheduling with a Moving Horizon – OECSMG) для
одночасового интервала пиковой нагрузки без учета условия (7).

Как видно из рис. 10 профили суммарного энергопотребле-
ния для задач OECS и OECSMG несколько отличаются. Основ-
ная причина этого – различие реальных и спрогнозированных
значений мощности RES генераторов и устройств DES. Одна-
ко в целом использование алгоритма OECSMG не дает какого-то
выигрыша в плане экономии на электроэнергии. Главным пре-
имуществом использования алгоритма OECSMG является то, что
на шаге 2 алгоритма используются реальные значения мощно-
сти RES-генераторов и устройств DES. Поэтому оптимальный
профиль энергопотребления, полученный в результате решения
задачи OECSMG, оказывается наиболее близким к реальному.
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Рис. 10. Графики для одночасового интервала без учета (7)

Анализируя рис. 3–9 можно заметить, что в некоторые мо-
менты времени возникают избытки суммарной мощности от всех
источников энергии, которые никак не используются. Эти из-
бытки можно минимизировать путем оптимального подбора обо-
рудования СЭС, ВЭС и ГПЭ. Альтернативным вариантом явля-
ется использование избытков мощности, в частности от FES-
генераторов для зарядки дополнительных накопителей энергии.
Эти накопители затем могут использоваться в качестве дополни-
тельных источников энергии.

5. Выводы

В работе рассмотрена проблема оптимизации энергопотреб-
ления предприятия, использующего для энергоснабжения не
только центральную энергосистему, но и локальные генерато-
ры и накопители энергии. Для решения этой проблемы в рабо-
те предложен эвристический алгоритм оптимального планирова-
ния энергопотребления предприятия, включающий решение за-
дачи (1)–(8) линейного программирования. При большом риске
существенного расхождения планового и фактического профилей
энергопотребления вместо задачи OECS должна решаться задача
OECS со сдвигающимся горизонтом.

Для решения задачи OECS требуется прогнозы рыночных
цен на электроэнергию, часов пиковой нагрузки, мощности RES-
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генераторов и устройств DES. Поэтому в данной работе обсуж-
даются вопросы, связанные с прогнозированием и определением
этих показателей. Для прогнозирования рыночных цен на элек-
троэнергию, часов пиковой нагрузки, мощности RES-генераторов
и решения задачи OECS применялось разработанное ранее одним
из авторов приложение, описанное в [28].

Особенностью задачи OECS, решаемой в данной работе,
по сравнению с подобными задачами в [29, 30], является воз-
можность использования дополнительных ограничений (7), вы-
полнение которых при достаточной мощности локальных гене-
раторов и накопителей энергии приводит к сглаживанию опти-
мального профиля энергопотребления предприятия. Это облег-
чает реализацию такого профиля энергопотребления предприя-
тием, так как не требует резкого изменения рабочих режимов,
перенастройки оборудования и изменения интенсивности работы
персонала предприятия. Для уменьшения износа оборудования
FES-генераторов и продления их срока службы вводится допол-
нительное условие (9), сокращающее количество пусков и оста-
новов FES-генераторов в соседние часы путем продления време-
ни работы генераторов.

Дополнительные возможности по выравниванию профи-
ля могут быть получены при наличии избытков мощности
устройств DES. Например, как показано в работе, они могут под-
ключаться для энергоснабжения предприятия в разные часы ин-
тервала пиковой нагрузки. Предложенный авторами эвристиче-
ский алгоритм позволяет реализовать условие (9) и последова-
тельное подключение накопителей в течение двухчасового ин-
тервала пиковой нагрузки и при этом избежать сведения задачи
OECS к задаче линейно-целочисленной оптимизации.

Еще большие возможности, не рассмотренные в работе, воз-
никают, если устройств DES много, их зарядка происходит до-
статочно быстро и они могут подключаться для энергоснабжения
предприятия по нескольку раз в день. В этом случае может ре-
шаться задача определения оптимальных моментов времени под-
ключения накопителей энергии с учетом ограничений на интер-
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валы времени подключения. Также за рамками работы осталось
использование избытков суммарной мощности от всех источни-
ков энергии для заряда дополнительных сетевых накопителей.
Описанные возможности могут рассматриваться в качестве даль-
нейшего развития работы.

Как было сказано во введении, стоимость мощности в сред-
нем составляет около 35% от общей стоимости электроэнергии
для предприятий, рассчитывающихся за электроэнергию по 3–6
ценовым категориям. Если предприятие сократит энергопотреб-
ление в часы пиковой нагрузки в течение месяца хотя бы в два
раза, то это даст ему получить экономию около 15%. Полное со-
кращение энергопотребления в часы пиковой нагрузки позволит
довести экономию примерно до 30% от общей стоимости элек-
троэнергии для потребителей. Для предприятий, которые тратят
значительные суммы на оплату электроэнергии, это может быть
весомым доводом для приобретения локальных генераторов и на-
копителей энергии и внедрения системы управления энергопо-
треблением на основе предложенных в работе методов оптими-
зации энергопотребления.
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Abstract: This paper considers the energy consumption optimization for an enterprise
using both the centralized power grid, local generators and energy storage systems.
To solve this problem, the authors suggest a heuristic algorithm for the energy
consumption optimization of an enterprise, including the solution of a linear
programming problem. To reduce the risks of significant discrepancies between
the scheduled and actual power consumption profiles, one can use the optimal
energy consumption scheduling algorithm with a moving scheduling horizon. The
optimal energy consumption scheduling problem solved in this paper has additional
restrictions that can result in the smoothing of the optimal power consumption
profile of the enterprise, provided the power of local generators and storage devices
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personnel. The heuristic algorithm proposed by the authors makes it possible
to implement additional conditions, and, at the same time, avoid reducing the
optimal energy consumption scheduling problem of the enterprise to a linear-integer
optimization problem. This article provides an example of energy consumption
optimization for a small enterprise featuring two power consumers, as well as
various local generators and power storage devices.
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ИННОВАЦИОННЫЕ СИСТЕМЫ РЕГИОНОВ  

РОССИЙСКОЙ АРКТИКИ: СТРУКТУРНЫЕ  

ОСОБЕННОСТИ, СЦЕНАРИИ РАЗВИТИЯ  

И АСПЕКТЫ УПРАВЛЕНИЯ  

(ПРИМЕНЕНИЕ МЕТОДИКИ DEA-АНАЛИЗА)1 

Рослякова Н. А.2 

(ФГБУН Институт проблем управления  

им. В.А. Трапезникова РАН, Москва) 

Волков А. Д.3, Тишков С. В.4 

(Институт экономики Карельского научного центра РАН, 

Петрозаводск) 

Целью настоящей работы является выявление особенностей структурных 

взаимосвязей между элементами инновационных систем, актуальных для 

формирования эффективных моделей управления инновационным развитием 

арктических регионов. В исследовании применялась методика DEA-анализа 

(Data Envelopment Analysis). Объектом исследования выбраны регионы, пол-

ностью или частично входящие в европейскую часть Арктической зоны Рос-

сийской Федерации (АЗРФ). В Модели 1 в качестве затратных (входных) па-

раметров рассмотрены «затраты на исследования» и «затраты на техноло-

гические инновации», в качестве результирующих (выходных) параметров – 

«выбросы загрязняющих веществ в воздух», «производительность труда», 

«количество разработанных технологий», «количество используемых техно-

логий». В Модели 2 затратными (входными) параметрами являются: «за-

траты на исследования», «затраты на технологические инновации», «выбро-

сы загрязняющих веществ в воздух», в качестве результирующих (выходных) 

параметров приняты «производительность труда», «количество разрабо-

танных технологий», «количество используемых технологий», «объем инно-

вационной продукции». В рамках полученных результатов предложен мето-

дический подход выявления типов структурных взаимосвязей между элемен-

тами региональной инновационной системы (РИС) с использованием инстру-

ментария DEA. Осуществлены оценки эффективности сложившихся в рас-

сматриваемых регионах структур взаимосвязи между элементами РИС. Раз-

работаны сценарии перехода от фактических к оптимальным значениям 

параметров РИС.   

                                           
1 Исследование выполнено за счет гранта Российского научного фонда  

№ 23-28-00693, https://rscf.ru/project/23-28-00693/. 
2 Наталья Андреевна Рослякова, к.э.н. (na@roslyakova24.ru). 
3 Александр Дмитриевич Волков, к.э.н. (kov8vol@gmail.com). 
4 Сергей Вячеславович Тишков, к.э.н. (insteco_85@mail.ru). 
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Ключевые слова: региональные инновационные системы (РИС), аркти-

ческие регионы, DEA-анализ, структурные взаимосвязи элементов 

РИС, сценарии развития РИС. 

1. Введение 

Последние десятилетия характеризуются ростом интенсив-

ности инновационных процессов в северных и арктических тер-

риториях, традиционно относимых к неблагоприятным для ве-

дения хозяйственной деятельности [34]. При этом фокус науч-

ного поиска смещается в сторону исследования инновационных 

систем различных уровней, дифференцируемых в соответствии 

с пространственными особенностями процессов, обеспечиваю-

щих продуцирование и коммерциализацию новшеств [1]. Стра-

тегическая задача развития национальной инновационной си-

стемы, опирающейся на региональные возможности инноваци-

онного развития, обуславливает необходимость формирования 

инновационных систем российских регионов. Выявление ресур-

сов и факторов инновационного развития регионального уровня 

становится первейшей задачей разработки региональных стра-

тегий инновационного развития. 

Особым вызовом является противоречие развития россий-

ской Арктики, сформировавшееся в результате схождения трех 

тенденций. Первая из них заключается в сохраняющемся преоб-

ладании сырьевого характера экономик арктических регионов, 

истощительного для окружающей среды и не обеспечивающего 

долгосрочное устойчивое развитие местных сообществ. Дли-

тельное время Арктика была сырьевой базой обеспечения про-

изводств на территории всей страны, а также вносила значимый 

вклад в формирование экспортных доходов. На протяжении не-

скольких десятилетий это позволяло формировать финансовую 

основу экономического роста и относительного социального 

благополучия страны. Второй значимой тенденцией является то, 

для самих арктических регионов сохранявшийся инерционный 

путь развития привел к обострению эколого-экономических 

и социальных проблем. Что выразилось в росте числа аварий, 

накоплении экологического ущерба, грозящего разрушением 
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уникальных экосистем [25, 26], сохраняющемся оттоке населе-

ния из арктических регионов [31]. Эти аспекты являются ярки-

ми признаками неустойчивого характера функционирования 

региональных социально-экономических систем. Третьим 

и наименее изученным аспектом является то, что обозначенные 

проблемные тенденции развития обостряются исключительны-

ми по своей силе внешними шоками. Преодоление которых 

практически невозможно в рамках сложившейся парадигмы 

развития [32]. Для достижения национального приоритета раз-

вития Арктической зоны прежние модели развития потеряли 

свою актуальность. Новые вызовы требуют формирования под-

ходов в управлении, основанных на принципах интенсификации 

инновационных процессов в развитии ключевых системообра-

зующих видов экономической деятельности. Данный аспект ис-

ключительно важен для обеспечения технологического сувере-

нитета в стратегической перспективе. Это обуславливает акту-

альность формирования научных основ управления инноваци-

онным развитием арктических территорий. 

В отличие от российских регионов-лидеров в арктических 

регионах процесс формирования инновационных систем во всей 

полноте не завершился. В существующих условиях его необхо-

димо рассматривать в тесной увязке с условиями становления 

специального экономического режима Арктической Зоны Рос-

сийской Федерации (АЗРФ), формирующего современную ос-

нову для усиления инновационного потенциала Российской 

Арктики. 

В условиях российских арктических регионов, в отличие от 

европейских, инновационная подсистема экономики продолжа-

ет играть второстепенную роль, что отражается и в относитель-

ном отставании уровня инновационного развития [23]. Иннова-

ционные системы регионов Арктической зоны России характе-

ризуются как значительно дифференцированные по отдельным 

показателям, в частности – инновационности, инновационной 

активности, инновационной восприимчивости [18]. Несмотря на 

существование достаточно обширного спектра исследований, 

рассматривающих как отдельные аспекты инновационного раз-

вития регионов АЗРФ [20], так и интегральные индексы и рей-
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тинги инновационного развития (например, [16]). В то же время 

неполнота развития инновационных систем требует обратить 

особое внимание на характер сложившейся структуры взаимо-

связей между элементами инновационной системы. Для реше-

ния данной исследовательской задачи наиболее эффективным, 

но до настоящего времени практически неиспользуемым мето-

дом является DEA-анализ (Data Envelopment Analysis) [21, 30]. 

Целью настоящей работы является выявление особенностей 

структурных взаимосвязей между элементами инновационных 

систем, актуальных для формирования эффективных моделей 

управления инновационным развитием арктических регионов. 

Объектом исследования выбраны те регионы, полностью 

или частично входящие в европейскую часть Арктической зоны 

Российской Федерации, на территориях которых сосредоточен 

основной экономический потенциал АЗРФ, локализованы 

транспортные узлы, порты и инфраструктура Северного мор-

ского пути. Данные регионы были и остаются плацдармом 

освоения Арктики и играют ключевую роль в поддержании кон-

троля над арктическим пространством. 

2. Обзор литературы и исследований по теме 

региональных инновационных систем 

В разных странах сложились разные типы инновационных 

систем, и, соответственно, разные механизмы государственного 

регулирования инновационной деятельности. В то же время все 

инновационные системы развиваются по общим правилам, за-

конам и закономерностям экономического развития. Изучению 

фундаментальных основ и механизмов развития инновационных 

систем в региональной проекции посвящена концепция тройной 

спирали, разработанная Х. Ицковицем и Л. Лейдесдорфом [24]. 

Среди работ отечественных ученых следует выделить концеп-

цию О.Г. Голиченко, которая была разработана в 2003 г. [5]. 

В структуре инновационной системы автор выделяет макро-

структуры: 

 предпринимательскую среду;  

 среду, занимающуюся генерацией и производством знаний;  
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 среду, которая через свои механизмы занимается переда-

чей знаний; 

 государство. 

Аспект регионального управления и координации работы 

региональных инновационных систем проводится государством, 

что определяет его особую роль в этом процессе.   

В науке на данный момент сложилось три основных подхо-

да, характеризующих специфику региональных инновационных 

систем. 

1.  В работах С. Меткалфа [27], Д. Норта [28], Л.М. Гохберга 

[7] и др. исследователей разрабатывается институциональный 

подход, региональная инновационная система представлена 

комплексом условий развития и механизмов преодоления ин-

ституциональных барьеров, с которыми сталкиваются организа-

ции, генерирующие научные знания, при реализации передовых 

технологических решений. В работе [27] было доказано, что 

благодаря усилиям по созданию институциональных систем по 

внедрению нововведений развитые в экономическом плане 

страны оказались на лидирующих позициях в научно-

технологическом развитии, коммерциализации результатов ин-

теллектуальной деятельности, внедрении и продвижении инно-

вационной продукции на международные рынки. 

2. В исследованиях в рамках сетевого подхода (Р. Штерн-

берга [33], М.А. Каменских [10]) региональная инновационная 

система представлена комплексом взаимоотношений и меха-

низмов усиления коллаборации, направленных на получение 

эффектов синергии при взаимодействии компаний-

потребителей и генераторов инноваций. 

3. В исследованиях в рамках комплексного системно-

функционального подхода (Х. Отта, П. Ронде [29], Л.А. Горю-

новой [6] и др.) региональная инновационная система представ-

ляется как совокупность структурных элементов и их взаимо-

связей. Концептуальным посылом данного подхода является 

концентрация усилий и ресурсного потенциала различных эле-

ментов системы на определенных функциональных свойствах 

в рамках инновационного процесса и их соорганизация для по-

лучения системных эффектов. 
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В рамках авторского подхода нами предложено следующее 

определение РИС, от которого мы и отталкиваемся в аналитиче-

ской работе: региональная инновационная система – это сегмент 

национальной инновационной системы, состоящий из комплек-

са активно взаимодействующих учреждений и организаций раз-

личных форм собственности, находящихся на территории реги-

она и осуществляющих процессы создания и распространения 

новых технологий, а также организационно-правовые условия 

их хозяйствования, определенные совокупным влиянием госу-

дарственной научно-технической политики, проводимой на фе-

деральном уровне, и стратегией социально-экономического раз-

вития региона. 

Следует отметить, что разработка научных основ регулиро-

вания инновационного развития арктических территорий как 

особого объекта управления сталкивается с рядом трудностей 

и противоречий. Арктические территории в качестве объектов 

стратегических приоритетов были выделены совсем недавно 

в рамках Стратегии развития арктической зоны РФ, институци-

ональные основы социально-экономического развития арктиче-

ского макрорегиона находятся на этапе активного формирова-

ния [4]. Неопределенность стратегических перспектив и путей 

их достижения усиливается периодом глобальной геополитиче-

ской нестабильности и трудностями в определении ресурсного 

потенциала развития в текущих условиях. Тем не менее указан-

ные аспекты только повышают актуальность научных исследо-

ваний в рассматриваемом предметном поле. Переход к новой 

модели развития требует выработки новых подходов к оценке 

эффективности перспективных драйверов роста и структурных 

взаимодействий между элементами инновационных систем ре-

гионов. 

До этого исследование потенциала экономического разви-

тия и оценка эффективности производились преимущественно 

в рамках проектного подхода, актуального в отношении проек-

тов разработки месторождений полезных ископаемых. Именно 

поэтому основной фокус оценки эффективности был направлен 

на операционную эффективность в виде мощности добычи 

и объема приращения, а также на финансовую эффективность 
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добывающих проектов [13, 15]. Исследование инновационного 

аспекта данных процессов было оставлено за рамками государ-

ственного финансирования и реализовывалось компаниями-

операторами проектов исходя из своих возможностей и потреб-

ностей. Можно сказать, что единственным аспектом, через ко-

торый производилась оценка инновационных, а также социаль-

ных эффектов, был показатель экологической нагрузки проекта 

(например, [12]). В этом отношении следует отметить, что ме-

тодологические принципы анализа инновационных систем 

в Арктике разработаны недостаточно. Чаще всего исследовате-

ли используют рейтинговые и индексные методы, направленные 

на ранжирование и свертку доступных показателей, описываю-

щих инновационные системы регионов [2, 9]. Следует заметить, 

что статистический учет данных по объемам инновационной 

продукции и связанным показателям объективно затруднен, 

ввиду отсутствия достаточной проверки и контроля достоверно-

сти информации, предоставляемой хозяйствующими субъекта-

ми в органы статистики.   

Регионы Арктической зоны Российской Федерации харак-

теризуются значительной дифференциацией отдельных состав-

ляющих инновационного потенциала, их неравномерной дина-

микой в пространственном разрезе [8]. Проявлением этих про-

цессов является сокращение доли инновационных работ и услуг 

в общем объеме отгруженных товаров, выполненных работ, 

услуг в ряде регионов. В большинстве регионов не наблюдается 

выраженной и стабильной положительной динамики по данно-

му показателю [11]. Это препятствует компенсаторному росту 

внутреннего инновационного потенциала регионов, позволяю-

щему преодолеть негативные последствия технологической 

блокады. В то же время в отношении арктических регионов 

В.А. Цукерманом отмечается выраженная корреляция между 

показателями развития инновационной экономики, инвестиция-

ми в основной капитал, фондовооруженностью, прямыми ино-

странными инвестициями, разработанными и используемыми 

передовыми производственными технологиями [17]. 

В условиях санкционных ограничений объективно возрас-

тают и экологические риски. При этом для Российской Арктики 
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учет экологических параметров инновационного развития осо-

бенно актуален в контексте стратегической задачи снижения 

антропогенного воздействия на арктические экосистемы, в том 

числе за счет экологических инноваций в промышленности 

(например, [14]). 

В то же время в АЗРФ в крайне малой степени развита ин-

новационная среда в виде технопарков, инкубаторов и т.п. 

Именно этим обусловлен низкий выпуск инновационной про-

дукции. Соответственно, весь инновационный процесс концен-

трируется на добывающих предприятиях, которые аккумулиру-

ют инновации, но выпускают традиционную продукцию. 

И здесь у компаний есть определенные ресурсы, которые могут 

быть направлены на инновации, а могут быть распределены 

иным образом. 

В этом контексте использование инструментария DEA 

в рамках анализа структурных взаимосвязей между элементами 

инновационной системы позволяет отойти как от индексного 

метода, так и от проектного подхода. Использование инстру-

ментария DEA в рамках комплексного системно-

функционального подхода при оценке эффективности РИС опи-

рается на анализ эффектов, возникающих на предприятиях ре-

гионов, внедряющих инновации. Преимуществом использова-

ния DEA является его непараметрический характер. В отличие 

от эконометрических методов оценки производственной функ-

ции и кривой производственных возможностей указанный ин-

струментарий позволяет идентифицировать особенности струк-

туры взаимосвязей и параметров эффективности. Ввиду суще-

ственной неоднородности как продукции традиционных видов 

деятельности, так и продукции инновационного характера дан-

ный инструментарий позволяет не выдвигать исходные предпо-

ложения о пропорциях преобразования ресурсов в результаты 

инновационной деятельности. В качестве примера можно при-

вести работы [19, 22, 35], где была предложена оценка эффек-

тивности региональных инновационных систем с применением 

методики DEA-анализа. 

В представленном исследовании применены две модели 

в рамках методики DEA-анализа. Данная методика позволяет 
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определить структуру внутренних взаимосвязей между входны-

ми и выходными параметрами развития региональных иннова-

ционных систем, которая изначально предполагается неизвест-

ной. Дополнительным преимуществом предлагаемого инстру-

ментария является возможность полноценного учета спектра 

вариации параметров элементов региональных инновационных 

систем посредством оценки спецификации с переменным мас-

штабом VRS (variable returns on scale). Это позволит корректно, 

с учетом предположения о постоянном масштабе CRS (constant 

returns to scale), более подходящем для гомогенных групп реги-

онов) определить место каждого региона в пространстве РИС 

Арктики.  

3. Материалы и методы 

Применение инструментария DEA предполагает отыскание 

единиц наблюдения, характеризующихся наибольшей эффек-

тивностью (с максимальным значением отношения полученных 

результатов (выходов) к затраченным ресурсам (входам)). 

На этой основе осуществляется дальнейшее определение как 

наиболее эффективных регионов, так и параметров трансфор-

мации для менее эффективных регионов. По результатам иссле-

дования было построено две модели, отражающие разные набо-

ры затратных и результирующих параметров. Каждая модель 

может быть ориентирована на вход (input-oriented) и на выход 

(output-oriented). В первом случае речь идет об экономии затрат 

при условии, что значения показателей инновационного разви-

тия (выходные параметры) либо остаются на текущем уровне, 

либо увеличиваются в результате осуществленных трансформа-

ций. Во втором случае речь идет о наращивании результирую-

щих параметров (увеличении значений выходных параметров 

модели) при условии, что осуществленные затраты (входные 

параметры) остаются либо на текущем уровне, либо уменьша-

ются. Содержательная сторона рассмотрения разных модифика-

ций модели заключается в учете различных ограничений разви-

тия инновационных систем, обуславливающих выбор комбина-
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ции приоритетов развития. Данные спецификации отражают две 

стратегии: экономии затрат и максимизации результатов. 

Модель 1 в качестве затратных параметров, обеспечиваю-

щих развитие, предполагает использование двух параметров: 

«затраты на исследования и разработки» и «затраты на техноло-

гические инновации». В качестве результирующих параметров 

рассмотрены «выбросы загрязняющих веществ в воздух», «про-

изводительность труда», «количество разработанных техноло-

гий», «количество используемых технологий». В рамках первой 

модели мы сознательно ушли от рассмотрения параметра «ин-

новационная продукция» как результирующего параметра, по-

нимая, что арктические регионы имеют хозяйственную систему, 

ориентированную в первую очередь на выпуск ресурсной про-

дукции. В этих условиях технологические инновации могут 

внедряться достаточно активно, не приводя, однако, к приросту 

значений выпуска инновационной продукции в региональной 

экономике. В то же время происходит стимуляция роста выпус-

ка ресурсной продукции в рамках традиционных отраслей спе-

циализации.  

В Модели 2 в качестве затратных (входных) рассмотрены 

уже три параметра, а именно: «затраты на исследования», «за-

траты на технологические инновации», «выбросы загрязняющих 

веществ в воздух». В качестве результирующих рассматривают-

ся четыре параметра: «производительность труда», «количество 

разработанных технологий», «количество используемых техно-

логий», «объем инновационной продукции». 

Добавление параметра «объем инновационной продукции» 

во вторую модель (в качестве одного из целевых для развития 

региональной экономики) осуществляется для идентификации 

системных эффектов, обусловленных видами деятельности, об-

щепризнанно относимыми к перечню инновационных. Для бо-

лее полного учета фактора экологического благополучия регио-

нов европейской части АЗРФ, в качестве входящего (затратно-

го) был введен параметр «выбросы загрязняющих веществ 

в воздух». Его введение позволяет оценить эффективность си-

стемы использования экологического потенциала регионов 
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как ресурса для достижения целевых значений экономических 

и инновационных показателей в регионах. 

В качестве фактологической базы использовались данные 

Росстата по соответствующим показателям за 2010–2020 гг. Все 

денежные показатели были приведены к сопоставимому виду 

через индекс промышленных цен (к уровню 2010 г.). Выбор де-

флятора обусловлен изначальным акцентом исследования на 

производственно-хозяйственной сфере, как ключевом базисе 

инновационно-технологического развития региона. При этом 

аспект социальных инноваций остается за рамками нашего ис-

следования, составляя его ограничение: в данном исследовании 

мы концентрируем внимание на производственной сфере. 

В этом контексте процедура преобразования показателей и пе-

реход от абсолютных к удельным значениям опирался не на по-

казатель численности постоянного населения, проживающего 

в регионе, а на показатель численности занятых в экономике 

региона.  

4. Результаты исследования  

4.1. РЕЗУЛЬТАТЫ ПОСТРОЕНИЯ МОДЕЛЕЙ 

Для регионов АЗРФ характерна неустойчивая динамика по-

казателей инновационного развития. В разрезе регионов наблю-

даются как резкие всплески значений показателей (например, по 

показателю объема выпуска инновационной продукции в Архан-

гельской области в 2017 г., рис. 1), так и значительные спады. 

С другой стороны, динамика значений экологического па-

раметра («выбросы загрязняющих веществ в атмосферу») ха-

рактеризуется устойчивостью в 2010–2020 гг. Указанная выше 

неустойчивая динамика показателей инновационного развития 

сопровождается их значительной межрегиональной дифферен-

циацией, что характерно и для показателей общего экономиче-

ского развития. Отдельные характеристики арктических регио-

нов СЗФО в 2020 г. представлены в таблице 1. 
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Рис. 1. Динамика объема выпуска инновационной продукции 

в регионах европейской части АЗРФ в 2010–2020 гг. 

Таблица 1.  Характеристики экономического и инновационного 

развития регионов европейской части АЗРФ в 2020 г. 

Регионы 

ВРП на душу 

населения, 

тыс. руб. 

Затраты  

на исследования 

и технолог. инн., 

руб. на одного 

занят. 

Кол-во  

разработанных 

и использ. передо-

вых произв-х  

технологий, ед. 

Архангельская 

область без АО 

(Arkhang) 

514 200,4 7431,1 1141 

Мурманская 

область 

(Murman) 

1 072 337,1 18018,7 1535 

Республика 

Карелия 

(Rkarel) 

522 245,3 22340,3 953 

Республика 

Коми (Rkomy) 
749 219,3 19626,8 1404 

Ненецкий авто-

номный округ 

(Nenezk) 

5 206 287,1 1217,9 143 



 

Управление большими системами. Выпуск 106 

230 

Указанные данные легли в основу реализации инструмен-

тария DEA с параметрами, описанными в разделе «Материалы 

и методы», что позволяет получить следующие оценки эффек-

тивности в рамках региональных инновационных систем (таб-

лицы 2 и 3). 

Таблица 2.  Оценки эффективности РИС европейской части 

АЗРФ по различным спецификациям DEA (Модель 1) в 2020 г. 

(получены авторами) 
Объект 

наблюдения 
CRS-input 

CRS-

output 
VRS-input VRS-output 

Rkarel_2020 0,201417 0,201417 0,220486 0,799413 

Rkomy_2020 0,150248 0,150248 0,164468 0,799464 

Nenezk_2020 1 1 1 1 

Arkhang_2020 0,166046 0,166046 0,259343 0,533645 

Murman_2020 0,121445 0,121445 0,123271 0,961685 

Таблица 3.  Оценки эффективности РИС европейской части 

АЗРФ по различным спецификациям DEA (Модель 2) в 2020 г. 

(получены авторами) 
Объект 

наблюдения 
CRS-input CRS-output VRS-input VRS-output 

Rkarel_2020 0,854268 0,854268 1 1 

Rkomy_2020 0,55759 0,55759 0,720428 0,848728 

Nenezk_2020 1 1 1 1 

Arkhang_2020 0,9111 0,9111 1 1 

Murman_2020 0,862951 0,862951 1 1 

 

Применение модели с переменным масштабом, ориентиро-

ванной на максимизацию результирующих показателей, позво-

ляет получить значительно более высокие оценки эффективно-

сти РИС. Иными словами, при заданных и неизменных входных 

параметрах («затраты на исследования и инновации», «выбросы 

загрязняющих веществ воздух») и максимизации значений вы-

ходных («производительность», «объем инновационной про-

дукции», «разрабатываемые и используемые технологии») воз-

можно достижение более высокого уровня эффективности, чем 

при иной спецификации (input-oriented). Мы видим, что нара-

щивание значений результирующих показателей функциониро-
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вания РИС возможно и без увеличения объема затрат. Однако 

получение таких результатов требует воздействия на иные фак-

торы развития инновационных систем (например, институцио-

нальную среду), за счет направленных и последовательных 

управленческих усилий. В разрез к этому выводу, в практике 

управления РИС европейской части Арктической зоны наблю-

дается сокращение затрат при минимизации усилий по распро-

странению инноваций. Также сопоставляя результаты, пред-

ставленные в таблицах 2 и 3, можно видеть, что учет параметра 

«объем инновационной продукции» повышает оценки эффек-

тивности. Включение данного параметра в число определяющих 

итоговую эффективность РИС, позволяет идентифицировать 

системные эффекты, обусловленные видами деятельности, тра-

диционно рассматриваемыми как инновационные. 

В данном контексте более подробного рассмотрения заслу-

живает оценка Моделей 1 и 2 по спецификации VRS-output (мо-

дели с переменным масштабом, ориентированные на максими-

зацию результирующих показателей). Оценки реальных и опти-

мальных параметров представлены в таблицах 4 и 5, где вход-

ные параметры имеют белую заливку, а выходные – серую). 

Таблица 4. Фактические данные и оценки оптимального уровня 

факторов (Projection), полученные с помощью спецификации 

VRS-output Модели 1 для 2020 г. (получены авторами) 
 Факт 

(ZatrIssled) 

Projection 

(ZatrIssled) 

Факт 

(ZatrInnov) 

Projection 

(ZatrInnov) 

RKarel 4083,43 1028,85 18256,82 189,10 

RKomy 5474,17 1028,79 14152,66 189,40 

Nenezk 1028,85 1028,85 189,10 189,10 

Arkhang 3306,54 1028,85 4124,54 189,10 

Murman 8146,43 1028,76 9872,24 189,55 

 
Факт 

(VibrVozd) 

Projection 

(VibrVozd) 

Факт 

(Proizvod) 

Projection 

(Proizvod) 

RKarel 0,50 1,89 0,99 2,25 

RKomy 0,91 1,89 2,23 2,79 

Nenezk 1,89 1,89 2,25 2,25 

Arkhang 0,28 1,89 0,82 2,25 

Murman 0,57 1,89 2,97 3,09 
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Таблица 4 (продолжение). 

 
Факт 

(RazrabTehn) 

Projection 

(RazrabTehn) 

Факт 

(IspolzTehn) 

Projection 

(IspolzTehn) 

RKarel 0 0 0,0037 0,0046 

RKomy 0 0 0,0037 0,0046 

Nenezk 0 0 0,0046 0,0046 

Arkhang 0 0 0,0024 0,0046 

Murman 0 0 0,0044 0,0046 

 

Таблица 5. Фактические данные и оценки оптимального уровня 

факторов (Projection), полученные с помощью спецификации 

VRS-output для Республики Коми согласно Модели 2 для 2020 г. 

(получены авторами) 
 Факт  Projection  

VibrVozd 0,91 0,91 

ZatrIssled 5474,17 5474,16 

ZatrInnov 14152,66 8807,60 

 Факт Projection 

InnovProd 23186,60 181892,34 

Proizvod 2,23 2,63 

RazrabTehn 0 0 

IspolzTehn 0,0037 0,0043 

 

Мы видим, что согласно Модели 1 (таблица 4), где в каче-

стве единственного региона с оптимальными результатами ин-

новационной деятельности выделяется НАО, затраты и на инно-

вации, и на исследования в других регионах должны быть 

уменьшены существенно. Это обусловлено тем, что в рамках 

такой системы взаимосвязей только хозяйственная система 

НАО позволяет иметь соответствующий уровень производи-

тельности труда, в первую очередь благодаря высокой концен-

трации и малой численности работников. Остальные регионы 

ввиду более диверсифицированной экономики и большей насе-

ленности существенно уступают по параметру производитель-

ности труда в расчете на одного работника. Следовательно, 

важно подчеркнуть, что поскольку для других регионов АЗРФ 

не целесообразно и объективно невозможно прийти к парамет-
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рам РИС НАО, важно определить параметры, которые позволят 

им повысить эффективность функционирования РИС с учетом 

их региональной специфики. 

Применение обеих output-oriented моделей позволяет гово-

рить о структурных различиях в инновационных системах, тре-

бующих не пропорциональных (Proportionate Movement), 

а трансформационных изменений (Slack Movement) для дости-

жения параметров максимальной эффективности. Допуская 

сценарий избегания трансформационных изменений в РИС 

и копирования структурных взаимосвязей РИС НАО для других 

регионов достижение максимизации значений результирующих 

параметров требует сокращения затрат на исследования от 3 

до 8 раз, а затрат на инновации – от 22 до 100 раз. В рамках 

данного допущения предполагается также увеличение значений 

входного параметра «выбросы в воздух» от 2 до 7 раз и сопут-

ствующее увеличение производительности труда на величину, 

варьирующуюся в пределах от 4 (Мурманская обл.) до 274 про-

центных пунктов (п.п.) (Архангельская обл.), а также показателя 

используемых технологий на величину до 100 п.п. (Архангель-

ская обл.). В части разработанных технологий предполагается 

сохранение нулевых значений. Важно отметить, что Модель 1 

наглядно показывает принципиальное отличие структур взаимо-

связей РИС НАО от остальных регионов. Очевидным является 

и то, что указанные выше изменения в параметрах инновацион-

ного развития регионов, необходимые для копирования особен-

ностей структуры РИС НАО, не отвечают логике экономиче-

ских и инновационных процессов. 

Оценки по Модели 2 (таблица 5) представляются более 

взвешенными, поскольку РИС НАО в ее рамках сохраняет свою 

эффективность, и при этом более корректно отображаются 

структурные взаимосвязи РИС остальных арктических регио-

нов. РИС четырех регионов функционируют в оптимальном со-

стоянии. Республика Коми является единственным регионом, 

РИС которого требует корректировок затратных и результиру-

ющих параметров для достижения целевых структурных про-

порций, присущих РИС других регионов. Для входных парамет-

ров «выбросы в воздух» и «затраты на исследования и разработ-
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ки» оптимальные оценки совпадают с фактическими значения-

ми. Необходимые трансформационные изменения РИС будут 

сопровождаться сокращением значения входного параметра 

«затраты на технологические инновации» на 60 п.п. При увели-

чении значения выходного параметра «объем инновационной 

продукции» в 7,5 раз. Основной вклад в достижение данного 

результата приходится на трансформационные изменения (их 

вклад составляет 97%). В отношении остальных результирую-

щих параметров необходимы меньшие изменения: прирост про-

изводительности труда должен составить 18 п.п., а рост значе-

ния количества используемых технологий – 16 п.п. 

4.2. РЕЗУЛЬТАТЫ ПОСТРОЕНИЯ ПОВЕРХНОСТЕЙ 

Преимуществом инструментария DEA относительно стан-

дартных методов, рассмотренных в обзорном разделе, является 

возможность работать со значительным числом затратных и ре-

зультирующих переменных. С одной стороны, это позволяет 

более полно оценить структуру взаимосвязей региональных ин-

новационных систем, но, с другой стороны, затрудняет пред-

ставление и интерпретацию результатов. Оптимальным в рам-

ках данной работы является представление поверхностей 

в трехмерном пространстве на основе квадратичного сглажива-

ния, полученных с использованием программного пакета 

Statistica 10. Для Модели 1 по двум осям в горизонтальной 

плоскости были отражены входные параметры «затраты на ис-

следования» (ZatrIssled) и «затраты на инновации» (ZatrInnov), 

по вертикальной оси было отложена полученная с помощью 

инструментария DEA оценка эффективности РИС (Score) 

(рис. 2, 3). Для Модели 2 по осям были отражены три входных 

параметра: «затраты на исследования и разработки» (ZatrIssled), 

«затраты на технологические инновации» (ZatrInnov), «выбросы 

загрязняющих веществ в воздух» (VibrVozd) (рис. 4, 5). Для 

каждой модели было построено по два графика на основе фак-

тических и оценочных (оптимальных) параметров. Данный спо-

соб представления позволяет установить структурные отличия 

РИС с соответствующими фактическими и оптимальными 

входными параметрами. 
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Графическое отображение результатов моделирования 

на основе фактических затратных параметров показало: 

1)  вариация затрат на инновации в меньшей степени влияет 

на конечную оценку эффективности РИС – высокий уровень 

эффективности (Score) наблюдается и для высоких, и для низ-

ких значений затрат на инновации; 

2)  вариация значений параметра «затраты на исследования» 

обуславливает три типа структурных взаимосвязей между пара-

метрами РИС: а) сочетание низкого уровня затрат и высокой 

эффективности (правая сторона плоскости типа «гамак»), кото-

рый характерен для экономики НАО;  б) сочетание высокого 

уровня затрат на исследования и высокой эффективности (левая 

сторона плоскости типа «гамак»), которая характеризует регионы 

с более диверсифицированной экономикой (Мурманская обл.). 

 

Рис. 2. Соотношение меры эффективности и фактических  

затратных параметров в рамках Модели 1 для регионов  

европейской части АЗРФ в 2010–2020 гг. 
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3)  среднему уровню затрат на инновации соответствует 

структура взаимосвязей РИС, ведущая к наименьшей эффектив-

ности (провал в «гамаке»).  

Опираясь на выявленные особенности взаимосвязей струк-

тур РИС можно сделать вывод: затраты на инновации в аркти-

ческих регионах России должны носить целевой характер, 

направленный или на максимизацию результативности (произ-

водительности труда) отрасли специализации за счет затрат 

на инновации (сценарий НАО), или на максимизацию выпуска 

инновационной продукции за счет повышения эффективности 

затрат на исследования (сценарий Мурманской обл.). 

 
Рис. 3. Соотношение меры эффективности и оптимальных  

затратных параметров в рамках Модели 1 для регионов  

европейской части АЗРФ в 2010–2020 гг. 

Представленный на рис. 3 график иллюстрирует, что в рам-

ках применения Модели 1 наибольшую эффективность демон-

стрирует структура РИС НАО, для которой значения фактиче-

ских и оптимальных затратных и результирующих параметров 
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совпадают. Для других регионов актуальны следующие сцена-

рии повышения эффективности: 

 приоритет затрат на инновации (заимствование) при ми-

нимизации затрат на исследования (разработку собственных 

инноваций) (правое крыло вверху – применение сценария НАО, 

стратегия инноватора-имитатора; 

 приоритет затрат на исследования при минимальных за-

тратах на инновации (заимствование технологий извне) (левое 

крыло в верхней части рисунка) – применение сценария Мур-

манской обл., стратегия развития и диверсификации РИС. 

Важнейшей особенностью графического отображения Мо-

дели 2 (рис. 4, 5) является сохранение типа структуры взаимо-

связи фактических и оптимальных значений затратных пара-

метров (в отличие от Модели 1), что выражается в сохранении 

общего вида плоскости. 

Следует отметить, что на данных графиках по вертикаль-

ной оси отображается не уровень эффективности РИС, а уро-

вень выбросов загрязняющих веществ в воздух, и, следователь-

но, более высокие уровни плоскости соответствуют уже не бо-

лее совершенной модели РИС, а менее экологичной структуре 

взаимосвязей ее элементов. При среднем уровне затрат на ис-

следования и инновации наблюдаются самые низкие значения 

выбросов загрязняющих веществ в воздух. Высоким уровням 

выбросов загрязняющих веществ в воздух, обозначенным на 

графиках темными областями в верхних частях проекций, соот-

ветствуют сценарии специализации на затратах на инновации, 

которые ориентированы на рост производительности труда, но 

не снижают экологическую нагрузку (рис. 4, 5). 

Можно говорить о развитии менее экологичных и более 

производительных технологий, которые закладывают риски 

техногенных катастроф и снижения качества жизни в будущем. 
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Рис. 4. Соотношение меры эффективности и фактических  

затратных параметров в рамках Модели 2 для регионов  

европейской части АЗРФ в 2010–2020 гг. 

 
Рис. 5. Соотношение меры эффективности и оптимальных  

затратных параметров в рамках Модели 2 для регионов  

европейской части АЗРФ в 2010–2020 гг. 
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Сочетание параметров, показывающих наибольшую эффек-

тивность РИС, отражено на графиках в средней части (светлая 

заливка). Помимо двух описанных выше моделей, с приорите-

тами на затратах на исследования и затратах на инновации, 

можно выделить третью. Для нее характерен возрастающий 

уровень затрат на инновации и сохраняющийся низкий уровень 

затрат на исследования, что может говорить о реализации сце-

нария технологической модернизации производств при обеспе-

чении приемлемых показателей экологической нагрузки, что 

обеспечивает приемлемые значения эффективности структуры 

РИС.  

Давая резюмирующую характеристику арктических РИС 

можно говорить о том, что они не являются сугубо автономны-

ми образованиями. Для Арктики важны переливы инноваций 

из других регионов, тогда их РИС могут сконцентрироваться 

на специфических исследованиях и результатах. Данная страте-

гия соответствует сценарию инноватора-имитатора.   

5. Выводы  

Полученная оценка моделей различных спецификаций поз-

воляет утверждать, что в системе приоритетов для арктических 

регионов должно быть снятие барьеров для распространения 

инноваций, формирование благоприятной институциональной 

среды, стимулирование развития инновационной среды («ре-

динесс-среды» в терминах С.Д. Бодрунова [3]), позволяющее 

даже в условиях сохранения или уменьшения затрат на исследо-

вания наращивать значения показателей результативности РИС 

(выпуск инновационной продукции). Для регионов с более 

наукоемкой и диверсифицированной экономикой затраты 

на исследования трансформируются в рост количества резуль-

татов интеллектуальной деятельности и объемов выпуска инно-

вационной продукции.  

Масштабная и быстрая трансформацию затрат в конкрет-

ные технологические результаты в виде количества используе-

мых технологий и прироста производительности труда возмож-

на для регионов с концентрированной добывающей промыш-
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ленностью (сценарий НАО). Оценка особенностей структуры 

РИС с использованием инструментария DEA позволила обосно-

вать приоритизацию развития РИС в европейской части АЗРФ. 

Именно концентрация усилий на повышении уровня технологи-

ческого развития через затраты на инновации или концентрация 

на увеличении количества РИД через затраты на исследования 

позволяют региональным инновационным системам получать 

более высокие оценки эффективности. При этом установлено, 

что для достижения сбалансированных результирующих пока-

зателей РИС, технологические инновации должны быть направ-

лены не только на рост производительности труда в экономике, 

но и на улучшение значений экологических параметров. По-

следний аспект наиболее актуален в условиях риска возрастания 

техногенных катастроф и падения качества жизни при ужесто-

чении санкционных ограничений и необходимости долгосроч-

ного выстраивания новых технологических цепочек внутри 

страны. С другой стороны, концентрация всех затрат на эколо-

гических технологиях и недостаточный учет других приорите-

тов технологического развития обусловят отставание в парамет-

рах производительности. Таким образом, мы можем заключить, 

что экологические параметры при реализации экономической 

политики не должны выступать в роли целевых. Однако для до-

стижения оптимальных структурных пропорций региональных 

инновационных систем, обязательной является коррекция базо-

вых параметров (входных переменных) в соответствии с выяв-

ленными экологическими ограничениями. 

Научно-практическая ценность данной работы заключается 

в том, что представленные модели позволяют обосновать 

наиболее эффективные структуры взаимосвязей элементов РИС, 

обеспечивающие развитие арктических регионов. Результаты 

вносят вклад в разработку современных подходов к анализу 

и оценке уровня инновационного развития арктических регио-

нов, актуальных в силу изменяющегося геополитического и гео-

экономического контекста инновационного развития Арктиче-

ской зоны России, расширения ее границ за счет хозяйственно 

связанных территорий Севера, а также продолжающегося этапа 

институционального проектирования развития макрорегиона. 
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Дальнейшие исследования будут посвящены квантифика-

ции структурных взаимосвязей элементов РИС АЗРФ и разра-

ботке на этой основе мер государственной политики, направ-

ленных на оптимизацию РИС. Особую актуальность это имеет 

для преодоления последствий внешнего санкционного давления 

и технологической блокады экономики страны. 
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Abstract: The purpose of this work is to identify the features of structural relation-

ships between elements of innovation systems that are relevant for the formation of 

effective models for managing the innovative development of the Arctic regions. The 

study used the DEA analysis (Data Envelopment Analysis) tools. The objects of the 

study are regions that are fully or partially included in the European part of the 

Arctic zone of the Russian Federation (AZRF). Model 1 considers “research costs” 

and “technological innovation costs” as cost (input) parameters, and “emissions of 

pollutants into the air”, “labor productivity”, “number of developed technologies”, 

“number of technologies used” as resulting (output) parameters. In Model 2, the 

cost (input) parameters are: “research costs”, “technological innovation costs”, 

“emissions of pollutants into the air”; the resulting (output) parameters “labor 

productivity”, “number of developed technologies”, “number of technologies 

used”, “volume of innovative products”. As part of the results obtained, a methodo-

logical approach is proposed to identify the types of structural relationships be-

tween elements of the regional innovation system (RIS) using DEA tools. The effec-

tiveness of the interrelationship structures between the elements of the RIS that have 

developed in the regions under consideration has been assessed. Scenarios for tran-

sition from actual to optimal values of RIS parameters have been developed. 

Keywords: regional innovation systems (RIS), Arctic regions, DEA-

analysis, structural relationships of RIS elements, scenarios for the devel-

opment of RIS. 
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СКОРОСТНОЙ ПД-РЕГУЛЯТОР С ШИРОКИМИ  

РОБАСТНЫМИ СВОЙСТВАМИ ДЛЯ УПРАВЛЕНИЯ 

МОСТОВЫМ КРАНОМ1 

Круглов С. П. 2 

(ФГБОУ ВО Иркутский государственный университет 

путей сообщения, Иркутск) 

Рассматривается управление тележкой мостового крана в задаче перемеще-

ния груза по одной горизонтальной оси в заданную точку с демпфированием 

угловых колебаний и возможностью парирования внешних возмущений, 

например, ветровых, с обеспечением заданных качественных характеристик. 

Предполагается, что кран оборудован сервоприводом, способным достаточ-

но быстро отследить заданную скорость перемещения тележки. Это соот-

ветствует использованию современных асинхронных сервоприводов. Берется 

во внимание автоматизированная система управления, предполагающая 

наличие оператора крана. Предлагается построение ПД-регулятора, форми-

рующего заданную скорость тележки. Он строится на основе линеаризован-

ной одномаятниковой модели перемещения груза в зависимости от скорости 

тележки. Включает в себя пропорциональную часть по ошибке линейного 

перемещения тележки крана и дифференциальную часть по углу отклонения 

подвеса от вертикали с низкочастотной фильтрацией. Обоснование синтеза 

параметров ПД-регулятора предлагается поэтапно, путем рассмотрения 

четырех его вариантов. Особенностью выбора параметров ПД-регулятора 

является то, что все они основываются на паспортных данных крана и при-

вода, на заданных качественных показателях переходного процесса, а также 

на расстоянии перемещения груза. Замкнутая система управления при фик-

сированной настройке обладает робастными свойствами в очень широкой 

области вариации параметров крана и груза, покрывающей возможные ре-

жимы использования крана на практике, способна парировать внешние воз-

мущения. Приводятся результаты модельных исследований. 

Ключевые слова: мостовой кран, система управления, ПД-регулятор, 

качественные показатели управления, робастность. 

1. Введение 

Одной из главных задач автоматизации управления крана-

ми является автоматическое обеспечение позиционирования 

                                           
1 Исследование выполнено за счет гранта Российского научного фонда  

№23-29-00654, https://rscf.ru/project/23-29-00654/. 
2 Сергей Петрович Круглов, д.т.н., профессор (kruglov_s_p@mail.ru). 
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переносимого груза в заданной точке и устранение его раскачи-

вания. Существует много методов построения систем управле-

ния кранами. Сюда, в частности, относятся системы с формиро-

ванием входного сигнала, с плавным (фильтрованным) стартом, 

системы на основе ПИД-регуляторов и их вариаций, системы 

оптимального и адаптивного управления, системы на нейро-

контроллерах и с нечеткой логикой, на основе скользящих ре-

жимов и др. [21]. Для своей работы они требуют либо достаточ-

но полную информацию о параметрах системы управления, пе-

реносимого груза и отсутствия внешних возмущений, либо от-

личаются сложностью построения и связаны со значительными 

ограничениями при работе. 

Для повышения производительности и безопасности крано-

вых работ очевидными требованиями к этим системам в совре-

менных условиях являются: транспортировка груза в заданную 

точку как можно быстрее и качественнее и гашение угловых 

движений при как можно большем многообразии параметров 

крана и грузов; способность парировать неконтролируемые 

внешние возмущения; простота построения и отсутствие за-

тратных методов эксплуатации и др. 

Одним из привлекательных подходов в этом отношении яв-

ляются системы управления на основе ПИД-, ПИ-,  

П-регуляторов в силу их изученности, простоты построения, 

достигаемого качества управления, массовости использования в 

современной автоматизации. Обязательным условием является 

обеспечение робастных свойств, достаточных для условий 

практики, при фиксированной настройке параметров этих регу-

ляторов. 

Известен ряд работ, посвященных ПИД-управлению тележ-

кой (балкой) мостового крана. Так, в работе [17] рассматривает-

ся использование двух (трех) ПИД-регуляторов, функциониру-

ющих по ошибке линейного перемещения тележки, по углу от-

клонения крюка (груза) от вертикальной оси. Настройку пара-

метров этих регуляторов предлагается строить на основе метода 

оптимизации роя частиц (particle swarm optimization). В работе 

[19] рассматривается ПИД-регулятор по ошибке положения те-

лежки и ПД-регулятор по угловому отклонению груза от верти-
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кали. Алгоритм настройки регуляторов − на основе вариации 

метода стохастического поиска. Похожий алгоритм настройки 

ПИД-регулятора также описан в [15]. Одним из недостатков 

этих подходов является необходимость предварительной 

настройки коэффициентов регуляторов для достаточно узкой 

области изменения параметров крана и груза. 

В работах [18, 20] предлагается использовать нелинейный 

ПД-регулятор. В [18] входной переменной регулятора является 

нелинейная функция от линейного перемещения и углового по-

ложения груза. В [20] входной переменной является ошибка ли-

нейного перемещения тележки, причем коэффициент в диффе-

ренциальной части регулятора нелинейно зависит от угла от-

клонения груза от вертикали и его скорости. Доказана устойчи-

вость замкнутой системы управления с нелинейным  

ПД-регулятором, но нет конкретных рекомендаций по назначе-

нию его коэффициентов. 

В работе [9] рассматривается двухконтурная система пере-

мещения тележки мостового крана. Во внутреннем контуре ре-

шается задача гашения угловых колебаний груза, во втором 

внешнем – задача по перемещению тележки в заданное положе-

ние. Оба контура используют ПИД-регуляторы. Параметры ре-

гуляторов выбираются на основе метода разделения движений 

на быстрые и медленные в каждом контуре и с учетом априор-

ной информации о параметрах системы управления и груза. По-

следнее является недостатком, поскольку на практике не все 

они известны. 

В работе [10] рассматривается система управления, состо-

ящая из двух аддитивных составляющих: первая − это  

ПД-регулятор с входной переменной в виде ошибки перемеще-

ния тележки, вторая − регулятор, построенный по методу лока-

лизации. Параметры ПД-регулятора подбираются по результи-

рующему качеству. Метод локализации требует измерения или 

вычисления старшей производной и использования большого 

пропорционального коэффициента регулятора [13]. На практике 

такой подход трудно реализовать из-за сложности достаточно 

точного определения старшей производной, а также в условиях 
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задержек управления, наличия недомоделированной высокоча-

стотной динамики объекта и пр. 

В работе [16] рассматривается ПИД-регулятор, дополнен-

ный скользящими режимами. Скользящие режимы также опи-

сываются в работе [22] при управлении башенным краном. Не-

достатком скользящих режимов является наличие высокоча-

стотных составляющих движения на достаточно протяженных 

участках времени. 

Общей особенностью указанных работ является то, что они 

рассматривают системы управления, формирующие силу воз-

действия на тележку крана. Часто нет учета внешнего возмуще-

ния. Заявленные робастные свойства систем не полностью удо-

влетворяют требованиям практики. В работах приводятся ре-

зультаты модельных исследований, где, например, вариация 

веса груза предполагается максимум в 2 раза. Известно, что на 

производственных участках вес груза может меняться в десятки 

и даже сотни раз.  

В работах [4, 14] для гашения угловых колебаний предлага-

ется использовать П-регулятор в замкнутом контуре следящей 

системы по скорости перемещения тележки крана с входным 

сигналом в виде угла отклонения груза от вертикали. Коэффи-

циент регулятора рассчитывается на основе длины подвеса, ко-

торая определяется автоматически по периоду колебаний. Недо-

статком подхода является отсутсвие решения по позициониро-

ванию груза в назначенной точке. Также предлагаемый способ 

определения длины подвеса имеет временную задержку, что 

критично при формировании управления в начале движения 

груза. 

Данная работа является попыткой устранения указанных 

недостатков. В качестве приводов рассматривается использова-

ние асинхронных сервоприводов. Это соответствует современ-

ному подходу к построению крановых приводов – использова-

нию асинхронных электродвигателей с частотными преобразо-

вателями и соответствующей системой управления ими, а также 

отслеживанию заданной скорости. Управление по скорости те-

лежки крана также использовалось в работах [4, 14] − для гаше-

ния угловых колебаний, [5, 6] − для адаптивного управления 
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перемещением груза, [7] – для модального управления в задаче 

гашения колебаний. 

Примечательным свойством таких сервоприводов является 

очень быстрая (практически мгновенная) отработка заданной 

скорости тележки (балки) крана. Это поясняется следующим. 

С точки зрения автоматики сервопривод электродвигателя – это 

замкнутая следящая система, как правило, c ПИ-регулятором, 

коэффициенты которого задаются по параметрам приводного 

двигателя [12]. Как показывают исследования таких асинхрон-

ных сервоприводов по их моделям (см. [1]) с отслеживанием 

заданной скорости вращения, время переходного процесса не 

превышает 0,1 с практически в полном диапазоне эксплуатаци-

онных моментов нагрузки. На это же указывают параметры со-

временных асинхронных приводов (см., например, [11]), а также 

результаты исследований в [4]. При этом скорость перемещения 

тележки (балки) современных мостовых кранов ограничена ве-

личиной обычно не более единиц м/с [2, 3], а собственная ча-

стота угловых движений груза не превышает величины 3 с-1 [4]. 

Не углубляясь в более подробное обсуждение этого вопроса, 

далее будем считать истинным это утверждение о практически 

мгновенной отработке сервоприводами заданной скорости те-

лежки. Оно является важным для дальнейших рассуждений. 

В работе предлагается построение ПД-регулятора, постро-

енного на основе линеаризованной одномаятниковой модели 

перемещения груза в зависимости от скорости тележки и фор-

мирующего заданную скорость тележки крана. При этом рас-

сматривается автоматизированная система управления краном, 

предполагающая наличие оператора крана. Обоснование синте-

за параметров ПД-регулятора предлагается поэтапно путем рас-

смотрения четырех его вариантов по мере достижения резуль-

тирующей его формы. В конце приводятся результаты модель-

ных исследований. 
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2. Постановка задачи 

Модель мостового крана по переносу груза по одной гори-

зонтальной оси можно представить в виде схемы, представлен-

ной на рис. 1 [6]. 

 

Рис. 1. Схема мостового крана при перемещении груза  

по одной оси 

На рисунке обозначено: mт, mг − массы тележки крана и пе-

реносимого груза соответственно; l − длина подвеса груза, или 

расстояние от точки крепления подвеса на тележке до центра 

тяжести груза; примем, что lmin ≤ l ≤ lmax, где lmin, lmax − мини-

мальная и максимальная длина подвеса соответственно; rг − ра-

диус инерции груза; x − горизонтальное перемещение тележки 

от назначенного положения; ẋ = v − скорость перемещения те-

лежки, а vзад − заданное значение этой скорости; примем, что 

|v| ≤ vmax, где vmax − максимальное значение скорости;  

fупр − управляющая сила, формируемая приводом тележки кра-

на; fтр − сила трения, противодействующая перемещению те-

лежки; fв − сила ветрового воздействия, приложенная в центре 

масс груза; φ − угол отклонения подвеса груза от вертикальной 

оси; xг = x + l sin φ − горизонтальное перемещение груза. 

Динамика движения объекта на рис. 1 при допущениях об 

отсутствии веса троса и сопротивления угловым движениям хо-

рошо изучена на основе уравнений Эйлера – Лагранжа. 
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Без учета начального состояния по линейному и угловому пере-

мещению и их скорости она может быть описана следующей 

системой дифференциальных уравнений (см., например, [21]): 

(1) 

2
т г г упр тр г

2 2
г г г г в

г

( ) cos sin ,

cos ( ) sin cos ,
sin

m m x m l f f m l

m l x m l r m gl lf
x x l ;

   

   


     

     
  

 

где g  − ускорение свободного падения. 

Поскольку угол отклонения груза небольшой (на практике 

не более 10−20ᴼ), угловая скорость также невысокая, с учетом 

кинематики движения можно принять: sin φ ≈ φ, cos φ ≈ 1, 
2sin 0   . Поэтому систему (1) можно описать в линеаризо-

ванном виде как 

(2) 
упр тр

упр тр

г

( ) ,

( ) ,

;

f
x x x
f

x a f f a a

a f f a a

x x l




  



 


    


   
  


 

где  1 2 2
г г( )f

xa m l r   ; 1 2
г( )xa g m l   ;  

1 2 2 2
г г тр в( )xa m l r f l f        ; 1

г
fa m l    ;  

1
т г г( )a m m m gl

     ; 1
г тр т г в( )a l m f m m f        ;  

2 2
г т т г г( )m m l m m r      . 

Подставляя первое и второе равенства системы (2) в два-

жды продифференцированное третье равенство этой системы, 

также выражая сигнал (fупр – fтр) из первого равенства (2) и под-

ставляя его в полученный результат, определим, что движение 

груза через скорость тележки можно описать приблизительным 

равенством: 

(3) г г г г
vx a v a a   , 

где 2 2 2
г г г( )va r r l  ; г ( )f f

x xa l a a a a g  
      , 

2 2 2
г( )l l r    − безразмерный коэффициент влияния радиуса 

инерции груза; г ( )f f
x xa l a a a a    − параметр, определяемый 

действием внешних возмущений fтр и fв. 
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С использованием третьего равенства из (2), уравнение (3) 

запишем в следующем виде: 

(4) г гx l a a     . 

Для определения свойств собственного углового движения 

при отсутствии возмущений и ẍ ≡ 0 это равенство перепишется 

как 

(5) 2
0 0    , 

где 0 0 г2 T a l g l       − собственная частота углово-

го движения подвеса груза, равная собственной частоте физиче-

ского маятника при отсутствии ускорения тележки; T0 = 2 T0,5 − 

период собственных колебаний, а T0,5 − полупериод собствен-

ных колебаний. 

Для дальнейших рассуждений примем следующие допуще-

ния: 

(6) гr l ,   1 2 1, , 

что соответствует большинству практических случаев. Также 

примем, что сила ветрового воздействия fв представляет собой 

ступенчатую функцию в произвольный момент времени 

и с ограниченной интенсивностью. 

Сформулируем следующую цель, основанную на свойствах 

апериодического и колебательного движений [8]: построить за-

кон формирования заданной скорости тележки (vзад), который 

бы при фиксированном наборе своих параметров и условии 

задx v  обеспечил для широкой области параметров крана 

и груза, действия внешнего возмущения следующие свойства 

переходных процессов: 

(7) 
зад зад

г г зад ; 0
T

x x



 

  , 

где xг зад − заданное положение груза, или его целевая точка; 

Tзад − заданная постоянная времени линейного перемещения 

груза по апериодической динамике; ξзад − заданный коэффици-

ент демпфирования углового движения. То есть требуется, что-

бы груз перемещался в целевую точку с динамикой, близкой 

динамике апериодического движения с постоянной времени Tзад, 

а угловое движение было близко колебательному движению 
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с коэффициентом демпфирования ξзад. Знак «≈» в (7) имеет 

смысл приблизительного обеспечения указанных качественных 

характеристик замкнутой системы управления. 

В качестве датчиков информации могут использоваться из-

мерители: x, φ или x,  . 

3. Формирование закона управления 

Из изложенного выше о свойствах современных сервопри-

водов примем, что текущая скорость тележки приблизительно 

равна заданной: задx v . Рассмотрим четыре варианта закона 

управления, последовательно вытекающие друг из друга. 

3.1. ПЕРВЫЙ ВАРИАНТ 

Заданную скорость тележки сформируем в виде 

(8) задx v k  , 

где kφ − задаваемый положительный коэффициент. Тогда с уче-

том (5) и описания колебательного процесса по теории автома-

тического управления равенство (4) можно записать как 

(9)   2
0 0 0 г2 a l        , 

где ξ0 − относительный коэффициент затухания, который можно 

определить по одному из равенств (в зависимости от располага-

емой априорной информации – ω0, T0 или l и μ): 

(10) 0
0

0

0,5
2

k k k
g T g g l

  

  


   
        
     

. 

Отсюда несложно определить коэффициент kφ по заданно-

му значению относительного коэффициента затухания (ξзад): 

(11)      0 зад 0 зад зад2 2k g T g g l         . 

Для качественного гашения колебаний требуется назна-

чить, например, ξзад = 0,8, что следует из известного влияния 

этого параметра на качество колебательного процесса [8]. Тогда 

закон управления (8) обеспечит устойчивость колебательного 

движения замкнутой системы управления, быстрое и эффектив-

ное гашение колебаний при отсутствии внешних возмущений. 
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На основе полученного можно предложить целесообразный 

для практики вариант назначения коэффициента kφ в (8), требу-

ющий знания лишь длины подвеса (без учета значения μ, 

в силу (6)) или периода собственных колебаний (единицы изме-

рения в системе СИ): 

(12) 
зад 0 8

0 55 5
,

,k l T .


 


  

Для дальнейших рассуждений будем использовать первую 

зависимость в (12). Не сложно определить, что при назначении kφ 

по ней в замкнутой системе управления при всех вариациях ради-

уса инерции груза в указанном ограничении (6) относительный 

коэффициент затухания будет находится в диапазоне 

(13)  
зад 0,8

0 зад зад0,71 0,57; 0,8,


  


    . 

Соотношение (13) детализировано в виде графиков на 

рис. 2 на примере изменения длины подвеса в диапазоне  

l = 5 – 15 м и изменения радиуса инерции груза в диапазоне 

rг = 0 – 5 м.  

 

Рис. 2. Кривые реализуемых значений относительного 

 коэффициента затухания 

Из теории автоматического управления следует, что если 

левая часть равенства (9) является устойчивой, то в силу приня-

того характера внешнего возмущения угол φ стремится к своему 

установившемуся значению: 
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(14) 2
г 0( ) consta l   . 

Можно утверждать, что закон управления (8) обеспечивает 

выполнение второй части целевой задачи (7) по демпфированию 

угловых колебаний, но не дает решения по перемещению груза 

в целевую точку. 

3.2. ВТОРОЙ ВАРИАНТ 

Для устранения указанного недостатка вместо (8) примем 

другой закон управления в виде 

(15) 1 1
зад зад г зад г зад зад( ) ( )x v k T x x k T x x          , 

где xзад = xг зад – l φуст − положение тележки, формируемое опера-

тором крана по наблюдению за положением груза относительно 

его целевой точки с учетом установившегося значения угла под-

веса (для простоты дальнейших рассуждений будем считать, что 

оператор это делает мгновенно); Tзад > 0 − задаваемая постоян-

ная времени линейного движения, требование к которой указано 

ниже. 

Поскольку по (15) 
1 1 2

зад зад зад зад( )х k T x k T k T x x            ,  

подстановка этой зависимости в (4) порождает: 

(16) 2 1 2
зад 0 0 зад зад зад г2 ( ) ( ) ( )l T k l T x x a l                . 

Правая часть этого уравнения практически не зависит 

от левой его части. Только один ее член зависит от текущего 

значения   на переходном процессе: 2
зад ( )T l x . Но в силу 

малости первого его коэффициента, на что будет указано ниже, 

таким влиянием можно пренебречь. Тогда для устойчивости 

уравнения (16) требуется обеспечить устойчивость левой его 

части, что в свою очередь требует условия 2 1
0 зад( )l T k   . 

Подставляя сюда значение kφ по (11), находим требование к по-

стоянной времени Tзад: 

(17) 1
зад зад 0 зад 0 зад зад(2 ) ( ) (2 )Т T g l , T         . 

Первое из требований (17) с увеличением Tзад обеспечивает 

приближение уравнения (16) к уравнению (9), т.е. к переходному 
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процессу по угловому движению при законе управления (8). 

Нарушение второго требования (17) приводит к затянутости пе-

реходного процесса по x. Это следует непосредственно из зако-

на управления (15): 

(18) зад зад задT x x x T k   . 

Отсюда также ясно, что динамика движения тележки близ-

ка к апериодическому процессу с постоянной времени Tзад 

с возмущением от изменения φ. В силу (16), (17) можно отнести 

апериодическое (собственное) движение тележки, описываемое 

левой частью (18), к низкочастотному движению, а угловое 

движение, или возмущение для апериодического движения – 

уравнение (16) и правую часть (18) − к высокочастотному. Это 

объясняет смысловое содержание параметра Tзад и второе усло-

вие (17). 

При выборе параметра Tзад закона управления (15) также 

нужно учесть максимальную скорость тележки (vmax). Для учета 

этого будем рассматривать только второе слагаемое в правой 

части (15). Тогда из динамики собственного апериодического 

движения (18) следует, что для этого требуется условие: 

|xг зад − xг 0| / Tзад ≤ vmax, где xг 0 − начальное положение груза [8]. 

Отсюда с учетом того, что движение тележки (груза) не чисто 

апериодическое, можно записать дополнительное требование 

к назначению параметра Tзад: 

(19) зад 1 г зад г 0 maxT k x x v  , 

где 1/3 < k1 ≤ 1 − назначаемый коэффициент со значением 

меньше единицы для ускорения переходного процесса (с сопут-

ствующим этому отставанием от желаемого движения на неко-

торых этапах переходного процесса – см. модельные исследова-

ния); нижняя граница соответствует минимально возможному 

времени переходного процесса при заданном параметре vmax. 

Из указанных соотношений (17)–(19) можно сформировать 

два варианта зависимостей по выбору параметра Tзад при 

ξзад =0,8 (в приведенных ниже зависимостях − единицы измере-

ния в системе СИ): 
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−  если имеется требование обеспечить заданное время пере-

ходного процесса (tпп зад) с очевидным ограничением 

tпп зад ≥ |xг зад − xг 0| / vmax: 

(20) 
зад

зад 1 г зад г 0

зад пп зад

0,51 ,

,

3;
max

T l

T k x x v

T t

 


 
 

 

−  если требуется обеспечить максимальное быстродействие 

крановых работ: 

(21) зад 1 г зад г 0 2max ( ), 0,51maxT k x x v k l  
 

, 

где k2 >> 1 − назначаемый безразмерный коэффициент; по опы-

ту исследований достаточной его величиной является, напри-

мер, число 3. 

Кроме указанного при рассмотрении второго варианта за-

кона управления, из (16) при соблюдении (17), зависимости (18) 

и из ранее изложенного также следует, что при отсутствии 

внешних возмущений (aг ≡ 0) в замкнутой системе управления 

с законом (15) и kφ по (11) или (12): φ → 0, x → xзад, а значит по 

(15) и xг → xг зад, т.е., с учетом изложенного выше, достигается 

цель управления (7). 

При наличии внешнего возмущения г( 0)a  : 

уст const 0    , 0x , задx x , г г задx x , т.е. цель 

управления (7) не достигается. 

3.3. ТРЕТИЙ ВАРИАНТ 

Он предназначен для устранения указанного недостатка. 

Здесь вместо закона управления (15) примем: 

(22) 1
зад нч зад г зад г( ) ( ) ( ) ( ) ( )x s v s k T s T x s x s        , 

где s − переменная преобразования Лапласа; нч ( ) =s  

( ) ( 1)= ( ) ( 1)s s T s s T s      − низкочастотная составляющая 

скорости углового движения; Tφ > 0 − задаваемая постоянная 

времени углового движения, требования к которой сформиро-

ваны ниже. 



 

Управление техническими системами 

и технологическими процессами 

259 

Исходя из частотных характеристик первого слагаемого 

рассматриваемого закона управления (см., например, [8]), урав-

нение (22) с учетом (15) можно записать как: 
1

1
1зад зад

на частотах выше ,
( )

на частотах менее

k , T
x T x x

k T T .
 

  











   


 

Отсюда и из ранее рассмотренного следует, что на частотах 

выше 1/Tφ, если в эту область попадает собственная частота уг-

ловых движений: φ → φуст = const, ẋ → 0, т.е. обеспечивается 

устойчивость системы управления. По низким частотам (об-

ласть частот ниже 1/Tφ), в частности во время приближении пе-

реходного процесса к установившемуся состоянию, получаем 

вместо (18): зад зад задT x x x T k T    , т.е. x → xзад, а значит 

xг → xг зад, чем достигается цель управления (7). При этом если 

справедливо частотное соотношение: 1/Tφ > 1/Tзад, то это проис-

ходит с динамикой не хуже представленной в (7). Обобщая ука-

занное, можно записать требование к параметру Tφ: 

(23) 1
0 задT T   ,  или  1

0 зад3 T T   , 

где второе соотношение основано на модельных исследованиях; 

при этом желательно, чтобы параметр Tφ был ближе к середине 

указанного диапазона. 

На основании (5) и (6), вместо (23) можно записать доста-

точное условие для его выполнения: 

(24) зад4,2 l g T T  . 

Таким образом, закон управления (22) является ПД-

регулятором с пропорциональной частью по ошибке линейного 

перемещения груза и дифференциальной частью по углу откло-

нения подвеса груза от вертикали с низкочастотной фильтраци-

ей. Он обеспечивает достижение цели (7), но его недостатком 

является то, что его параметры kφ, Tзад, Tφ должны перестраи-

ваться в зависимости от длины подвеса. Заметим, что закон 

управления требует измерения переменных x, φ. Последняя мо-

жет быть заменена на  . Например, для измерения угла можно 

использовать видеокамеру, а если используется микромехани-
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ческий датчик типа MPU6050, расположенный на тросе подве-

са [6], – лучшим вариантом будет измерение угловой скорости. 

3.4. ЧЕТВЕРТЫЙ ВАРИАНТ − РЕЗУЛЬТИРУЮЩИЙ 

Он устраняет необходимость настройки по длине подвеса 

рассмотренного выше ПД-регулятор, или закона управления 

(22). Здесь предлагается, что все указанные параметры настраи-

ваются по максимальной длине подвеса крана (lmax). То есть 

вместо l подставляется lmax в зависимостях (11) или (12) для рас-

чета kφ, (20) или (21) для расчета Tзад, (24) для назначения Tφ. 

Обозначим настроенные таким образом параметры как kφ(lmax), 

Tзад(lmax), Tφ(lmax), ξ0(lmax), а параметры по прежней настройке – 

как kφ(l), Tзад(l), Tφ(l), ξ0(l). 

Из изложенного выше следует, что такая настройка закона 

управления обеспечит выполнение цели управления (7) при 

l = lmax. Возникает естественный вопрос: что будет, если l < lmax, 

как будут соблюдаться требования к параметрам закона управ-

ления и как будет вести себя замкнутая система управления? 

Попробуем на него ответить. 

Из первого неравенства (20) и зависимости (24) следует, 

что Tзад(lmax) и Tφ(lmax) также будут удовлетворять уменьшенным 

значениям длины подвеса, если вместо lmax в них подставить l. 

Из (10)–(12) следует, что kφ(lmax) порождает 

0 0 зад( ) ( ) 0,8maxl l     . 

То есть колебательное движение подвеса будет иметь завышен-

ное значение относительного коэффициента затухания в срав-

нении с заданной его величиной. 

Из теории автоматического управления следует, что увели-

чение относительного коэффициента затухания приводит к уве-

личению времени переходного процесса. Будем условно счи-

тать, что этот коэффициент может иметь значение: ξ0 ≥ 1. 

В этом случае колебательный процесс распадается на апериоди-

ческий второго порядка с двумя постоянными времени, макси-

мальная из которых (Tап) определяется как 

(25)  1 2 1
ап 0 0 0 0 01 (2,05 0,4)T           , 
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где приблизительная зависимость получена линейной аппрок-

симацией для ξ0 > 1,5; при меньших значениях ξ0 реальная 

функция меньше аппроксимационной, т.е. Tап меньше. 

Как было установлено ранее, движение по φ является более 

высокочастотным, чем собственное апериодическое движение 

тележки в (18) с собственной частотой ω0. Если потребовать, 

чтобы при повышенном относительной коэффициенте затуха-

ния выполнялось условие Tап ≤ Tзад(lmax), то, очевидно, на ре-

зультирующее качество перемещения груза в замкнутой системе 

управления это не окажет существенного влияния (далее под-

тверждено модельными исследованиями). Следовательно, 

из (25) и последнего соотношения следует условие справедли-

вости указанного (в приблизительном смысле): 

(26) 0 зад 0( ) ( ) 2,05 0,2max maxl T l   . 

Определим минимальное значение в правой части (26). Оно 

получится, если подставить сюда минимальное значение 

Tзад(lmax) из возможных по (20), (21), т.е. по второму выражению 

в правой части (21), в плане достаточности, и ω0 = ω0(l) по (5) 

с минимальным значением µ = 0,5 по (6). Отсюда найдем доста-

точное условие выполнения (26): 

(27) 0 ( ) 1,62 0,2max maxl l l   . 

Из зависимостей (12) и (10) следует, что 

0 0( ) ( ) ( ) ( )max max maxk l k l l l l l     , а также ξ0(l) ≈ ξзад = 0,8. 

Это значит, что при новой настройке и при текущем значении 

длины подвеса l  относительный коэффициент затухания увели-

чится в maxl l  раз. А по зависимости (27), поделенной на 

ξ0(l) ≈ 0,8, его можно увеличивать приблизительно в 2 раза 

больше указанной величины. То есть предлагаемая форма 

настройки параметров ПД-регулятора должна обеспечить до-

стижение цели управления (7) независимо от вариации длины 

подвеса. 

Следовательно, закон управления (22) с настройкой своих 

параметров: kφ(lmax), Tзад(lmax), Tφ(lmax) обеспечивает достижение 

цели (7) без подстроек по длине подвеса. Из зависимостей (11), 

(12), (20), (21) и (24) следует, что эти параметры не зависят 
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от параметров груза – его массы и момента инерции – и слабо 

зависят от длины подвеса, а значит система управления практи-

чески инвариантна к их вариациям. То есть замкнутая система 

управления обладает робастными свойствами в очень широкой 

области вариации параметров крана и груза. 

4. Модельные исследования 

В качестве модельного примера рассматривалось управле-

ние тележкой типового среднего крана с параметрами: 

mт = 4000 кг, mг = 100 – 50 000 кг, l = 5 – 18 м, rг = 0 – 5 м, 
fтр = kтрv, kтр = 0,3 Нс/м, xг зад = 10 м. Сервопривод, формирую-

щий скорость перемещения тележки крана (ẋ) по заданной ско-

рости (vзад), моделировался апериодическим звеном с единич-

ным коэффициентом усиления и с постоянной времени 0,04 с. 

Система управления также имела следующие нелинейности: 

временную задержку 0,1 c и ограничения по выходному сигна-

лу: vmax = 0,67 м/c, |v'| ≤ 3 м/с2. Большинство из указанных пара-

метров соответствуют стандарту [3] и многообразию типовых 

переносимых грузов. 

Предполагалось, что на переносимый груз в момент време-

ни 50 с действует ступенчатое ветровое возмущение интенсив-

ностью 5% от веса груза («ступенька» сглажена апериодическим 

звеном с постоянной времени 1 с). 

Модель с такими параметрами была реализована в компью-

терной среде Matlab/Simulink/SimMechanics на основе соотно-

шений (1), описывающих динамику движения крана, закон 

управления (ПД-регулятор) – по (22) с настройкой его парамет-

ров по (12), (21) и (24) для максимальной длины подвеса 

(lmax = 18 м). Поэтому эти параметры имеют значения (ξзад = 0,8, 

k1 = 0,5,  xг 0 = 0): 

(28) 21 2 м ck , , зад 7 5 cT , , 6 7 cТ ,  . 

Дифференциальные уравнения решались методом Рунге –

Кутты четвертого и пятого порядка с шагом 0,01 с. 

Предполагалось измерение сигналов x,  , которые модели-

ровались с аддитивными шумами, представляющими собой 

центрированный гауссовский случайный процесс со средне-
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квадратическим отклонением 0,01 м и 0,1 град/c соответствен-

но. Для снижения влияния шумов перед их подачей на форми-

рование закона управления они сглаживались на фильтрах низ-

ких частот в виде апериодических звеньев с постоянными вре-

мени, выбранными по принципу практического отсутствия вли-

яния на основные процессы: по линейному перемещению 

0,1Tзад = 0,75 с, по угловому движению 0,1/ω0(lmin) = 0,1 c. 

Поведение замкнутой системы управления по переменной 

xг сравнивалось с переменной м
гx , которая является выходом 

эталона, соответствующего уравнению (15): м 1 м
г зад г зад г( )x T x x   

с указанным выше значением параметра Tзад, также оценивалась 

устойчивость поведения угла φ. 

Исследование проводилось в полном диапазоне указанных 

характеристик крана и груза при одной настройке  

ПД-регулятора (28). Результаты представлены на рис. 3–5. 

 
Рис. 3. Замкнутая система управления при l = 18 м,  

vmax = 0,67 м/c 



 

Управление большими системами. Выпуск 106 

264 

 

Рис. 4. Замкнутая система управления при l = 5 м,  

vmax = 0,67 м/c 

На рис. 3 приведены графики поведения крана при 

l = lmax = 18 м, mг = 1000 кг, rг = 2 м. Представленные графики 

практически не отличаются от тех, которые получаются при ва-

рьировании параметров mг, rг в полных диапазонах их измене-

ния, указанных выше. На рис. 4 – такие же характеристики при 

l = lmin = 5 м с теми же самыми свойствами. Промежуточные ва-

рианты длины подвеса дают промежуточное качество регулиро-

вания. 

Как видим, линейное движение груза близко к эталонному, 

угловое движение устойчиво, действие ветрового воздействия 

парируется. При уменьшении длины подвеса изменение в пове-

дении объекта «тележка – груз» касается только более высоко-

частотных переходных процессов. Заметим, что повышенные 

колебания груза на начальном этапе его движения объясняются 

выходом на предел скорости перемещения тележки крана. Если 
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параметр vmax назначить больше, например, в 2 раза (остальные 

параметры – по рис. 3), то их не будет – см. рис. 5. Если посто-

янную времени Tзад сделать больше, то на начальном этапе дви-

жения (до момента времени 40 с) переменные xг и м
гx  практиче-

ски тождественны. Подобные результаты были получены при 

других значениях xг зад. 

 

Рис. 5. Замкнутая система управления при l = 5 м,  

vmax = 1,34 м/c 

5. Заключение 

Полученный закон управления тележкой мостового крана 

(22) представляет собой ПД-регулятор, формирующий заданную 

скорость перемещения тележки, с пропорциональной частью 

по ошибке линейного перемещения тележки крана и с диффе-

ренциальной частью по углу отклонения подвеса от вертикали с 

низкочастотной фильтрацией. Настройка его параметров осу-

ществляется по зависимостям (11) или (12) для расчета kφ, 



 

Управление большими системами. Выпуск 106 

266 

(20) или (21) для расчета Tзад, (24) для назначения Tφ, где 

вместо l подставляется lmax. Этот закон управления обеспечивает 

достижение цели (7) в полном диапазоне вариаций параметров 

груза и крана без дополнительных подстроек. Также происходит 

парирование ветровых возмущений. 

Особенностью выбора указанных параметров является то, 

что все они рассчитываются на основе паспортных данных кра-

на и привода, заданных качественных показателей переходного 

процесса (коэффициента относительного затухания, времени 

переходного процесса), а также на расстоянии перемещения 

груза. Настройки закона управления не зависят от параметров 

груза – его массы и момента инерции – и слабо зависят от дли-

ны подвеса, а значит система управления практически инвари-

антна к их вариациям. То есть замкнутая система управления 

обладает робастными свойствами в очень широкой области ва-

риации параметров крана и груза, покрывающую возможные 

режимы использования крана на практике. Это было показано 

на основе теоретических выкладок и модельного примера с ос-

новными характеристиками современного оборудования. Сле-

дует отметить, что в приведенных исследованиях не учтены за-

держки на принятие решения оператором крана. 

Очевидно, что этот регулятор можно использовать и для 

управления балкой (мостом) мостового крана с соответствую-

щей настройкой. В целом описанный подход можно использо-

вать на других типах кранов с подвешенным грузом и имеющих 

сервоприводы для управления перемещением груза. 

Предложенный закон управления планируется внедрить 

в конкретных практических задачах. Также ведется работа 

по использованию и исследованию предложенного закона 

управления на экспериментальной установке. 
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SPEED PD CONTROLLER WITH WIDE ROBUST 

PROPERTIESFOR OVERHEAD CRANE CONTROL 

Sergey Kruglov, Irkutsk State Transport University, Irkutsk, Doctor 

of Technical Sciences, Professor (kruglov_s_p@mail.ru). 

Abstract: Control of overhead crane trolley is considered in task of cargo movement 

along one horizontal axis to specified point with damping of angular oscillations 

and possibility of parry of external disturbances, for example, wind ones with provi-

sion of specified quality characteristics. It is assumed that the crane is equipped 

with a servo motor capable of quickly tracking the specified speed of movement of 

the trolley. This corresponds to the use of modern asynchronous servo motors. An 

automated control system is considered, which assumes the presence of a crane 

operator. It is proposed to build a PD-regulator, which forms the specified speed of 

the trolley. It is built on the basis of a linearized single-pendulum model of cargo 

movement depending on the speed of the trolley. Includes proportional part by error 

of linear movement of crane bogie and differential part by angle of suspension de-

viation from vertical with low-frequency filtration. The justification of the synthesis 

of the parameters of the PD-regulator is proposed in stages, by considering four of 

its options. The peculiarity of the PD-regulator parameters selection is that all of 

them are based on the passport data of the crane and the drive, on the specified 

qualitative parameters of the transient process, as well as at the distance of cargo 

movement. The closed-loop control system at a fixed setting has robust properties in 

a very wide range of variations in crane and cargo parameters, covering the possi-
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ble modes of crane use in practice, is able to counteract external disturbances. The 

results of model studies are presented. 

Keywords: overhead crane, control system, PD-regulator, qualitative indica-

tors of control, robustness. 
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НАХОЖДЕНИЕ КРИТИЧЕСКИХ УЗЛОВ
ТРАНСПОРТНОЙ СЕТИ НА ОСНОВЕ ПОСТРОЕНИЯ

ЗАМКНУТОЙ ОБЛАСТИ

Крыгин А. А.1 , Куприянов Б. В.2

(ФГБУН Институт проблем управления
им. В.А. Трапезникова РАН, Москва)

Рассматривается задача поиска критических узлов транспортной сети, ре-
шаемая с помощью максимизации обобщенной стоимости проезда, которая
зависит от потребности в движении и стоимости поездки между каждой
парой узлов сети. Предлагаемый в работе метод является улучшением полного
перебора, основная сложность которого состоит в многократном вычислении
матрицы минимальных стоимостей поездок. Метод заключается в выделении
замкнутого в определенном смысле множества вершин исходного графа. Вы-
деление замкнутого множества вершин графа позволяет осуществить реду-
цирование графа, декомпозицию соответствующих ему матриц и раздельные
вычисления подматриц. Данные преобразования позволили сократить вычис-
ления при переборе вариантов. Построен общий алгоритм нахождения крити-
ческих узлов и проведена его оптимизация. Замкнутое множество разделено
на внутреннее и граничное подмножества. Показано, что алгоритм работа-
ет наиболее быстро при минимальной мощности граничного подмножества
и оптимальной мощности внутреннего подмножества, для определения кото-
рой предложен соответствующий алгоритм. Также предложен алгоритм по-
строения и расширения замкнутого множества. на его основе построен при-
ближенный алгоритм нахождения оптимального замкнутого множества. По-
казано, что сложность нахождения оптимального замкнутого множества во
много раз меньше сложности улучшенного метода полного перебора.

Ключевые слова: транспортные сети, поиск критических узлов.

1. Введение

В научной литературе существует класс задач, связанных
с нахождением критических узлов в транспортных сетях. В дан-
ной работе рассматриваются автотранспортные сети, одним из
видов узлов сети являются однородные и неветвящиеся участки
дороги. Критические узлы ищутся среди узлов указанного вида.
При решении таких задач автотранспортные сети моделируют-

1 Андрей Александрович Крыгин, к.т.н. (andreyakr@yandex.ru).
2 Борис Васильевич Куприянов, к.т.н. (kuprianovb@mail.ru).
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ся в виде нагруженного графа, ребрам которого и соответствуют
однородные неветвящиеся участки дорог. Задача решается с по-
мощью оценки ущерба сети при удалении из графа сети под-
множества ребер и нахождения критического подмножества, при
котором ущерб достигает оптимума. Работы, посвященные этой
задаче можно разделить на два направления:

1. Работы, в которых предлагаются различные методы оцен-
ки ущерба или метрики, количественно оценивающие общую на-
дежность и уязвимость сети до и после возникновения на ней
повреждений.

2. Работы, в которых предлагаются методы нахождения кри-
тических узлов сети на основе той или иной метрики.

В [11] вводятся две группы метрик: одна отражает «пер-
спективу равных возможностей», а другая — «перспективу соци-
альной эффективности». Метрика в [9] связана с оценкой риска,
в ней учитывается как вероятность наступления инцидента, так
и его последствия, причем распространение последствий от ин-
цидента моделируется динамически во времени. В [15] предла-
гается алгоритм оценки риска с помощью машинного обучения,
основанный на теории перколяции сетей и кластеризации на ос-
нове данных о трафике в реальном времени.

В [14] предлагается метрика, основанная на изолированной
уязвимости, и метод сведения задачи к задаче линейного цело-
численного программирования для нахождения критических уз-
лов на ее основе.

В [16] используется потоковая модель сети и на основе дан-
ных поездок такси определяется потребность в движении меж-
ду парами узлов. Далее, с помощью метода энтропийных весов
и метода предпочтения порядка вводится характеристика важно-
сти (критичности) узла и оценивается структурный и функцио-
нальный ущерб сети при выходе из строя критических узлов.

Авторы [6] отмечают проблему вычислительной сложности
нахождения всех критических узлов, предлагают свою метрику
и метод сокращения вычислений, основанный на введенном ими
понятии «зоны воздействия». Для каждого объекта сети опреде-

272



Управление техническими системами и технологическими процессами

ляется множество поставок (зона воздействия), маршруты кото-
рых изменятся при возникновении повреждений на объекте. При
поиске критических узлов основной вычислительной проблемой
является определение значения уязвимости или надежности по
выбранной метрике. Авторы предлагают сократить вычисления,
рассматривая не всю сеть, а объединение зон воздействия для
выбранного подмножества узлов.

Понятно, что независимо от метрики наибольшая практиче-
ская ценность будет от решения задачи нахождения всех крити-
ческих узлов для заданной сети, т.е. всех наборов ее элементов,
при удалении которых значение ущерба будет максимальным сре-
ди наборов той же мощности. Во многих из перечисленных и
других рассмотренных работ [4, 5, 7, 8, 10, 12, 13] используется
сценарный подход. В них предлагается метод оценки ущерба для
заданного набора удаляемых элементов. Соответственно, задача
нахождения полного множества критических узлов предлагаемы-
ми методами эквивалентна использованию метода полного пере-
бора. В других работах, таких как [16], фактически используется
жадный алгоритм: строится характеристика узла и определяется
ее значение. Критическими (будем называть их «важными») счи-
таются узлы с наибольшими или наименьшими (в зависимости от
характеристики) ее значениями. Такая группа методов считается
приближенными и обычно применяется для сетей большой раз-
мерности, когда нахождение критических узлов занимает слиш-
ком большое время. Стандартные недостатки такого подхода за-
ключаются в следующем:

– невозможно сказать, является ли конкретный важный узел
критическим, т.е. существует ли набор критических узлов, содер-
жащий важный узел;

– также нельзя утверждать, что не существует набора крити-
ческих узлов, каждый из которых не является важным.

Подход, используемый в таких работах, как [6], базируется
на эмпирическом допущении, что наибольший ущерб при воз-
никновении повреждения на узле приходится на небольшую ло-
кальную зону вокруг этого узла. Для транспортных сетей и одно-
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го узла это допущение является приемлемым, но при возникнове-
нии повреждений на нескольких узлах можно только утверждать,
что зона наибольшего ущерба включает в себя объединение ло-
кальных зон каждого поврежденного узла. Несложно построить
пример, в котором при удалении нескольких узлов ущерб будет
приходиться на значительно большую зону, чем объединение ло-
кальных зон узлов. В [1] построена модель транспортной авто-
дорожной сети, предложены и обоснованны методики определе-
ния всех ее параметров. Также предложен метод сведения задачи
нахождения критических узлов к эквивалентной задаче линейно-
го программирования. Данная работа является продолжением [1]
и базируется на той же математической модели. Для метода пол-
ного перебора предложен алгоритм сокращения вычислений.

Количество вариантов удаления 𝑞 ребер из графа, содержа-
щего 𝑚 ребер определяется как число сочетаний из 𝑚 по 𝑞. Тру-
доемкой частью оценки величины ущерба является вычисление
матрицы минимальных стоимостей путей для каждой комбина-
ции удаления ребер из графа.

Как правило, плотность автодорог внутри области суще-
ственно больше чем плотность межобластных дорог, см. рис. 1.
На данном графе можно выделить три подграфа, которые явля-
ются изолированными в некотором смысле от остальной части
графа.

В данной статье рассматривается метод выделения замкну-
того множества вершин в графе и связанных с ними ребер. Дан-
ное выделение замкнутого множества позволяет декомпозировать
и сократить вычисление матрицы путей минимальной стоимости.

2. Определения и постановка задачи

Пусть имеется неориентированный граф 𝐺 = (𝑉,𝐸),
𝑛 = |𝑉 |, 𝑚 = |𝐸| с взвешенными ребрами. Множеству ребер 𝐸
соответствуют однородные и неветвящиеся участки дорог: мо-
сты, туннели, автострады. Ребро графа, соединяющее вершины
𝑣𝑖 и 𝑣𝑗 , обозначим как (𝑖, 𝑗). Множеству вершин 𝑉 соответству-
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Рис. 1. Пример графа автотранспортной сети с тремя
связанными областями

ют населенные пункты, перекрестки и границы смены категории
дорог. Каждой паре вершин 𝑣𝑖 и 𝑣𝑗 ставится в соответствие два
числа: 𝑐𝑖,𝑗 и 𝑑𝑖,𝑗 . Величина 𝑐𝑖,𝑗 характеризует стоимость поездки
от узла 𝑣𝑖 к узлу 𝑣𝑗 , а 𝑑𝑖,𝑗 характеризует потребность в движе-
нии (спрос на поездку), т.е. количество поездок от узла 𝑣𝑖 к узлу
𝑣𝑗 за единицу времени. В работе [1] приведена методика опре-
деления 𝑐𝑖,𝑗 , 𝑑𝑖,𝑗 . Величина 𝑑𝑖,𝑗 не меняется при удалении ребер
из графа; будем считать ее заданной. Величина 𝑐𝑖,𝑗 определяет-
ся следующим образом. Для каждого ребра графа (𝑖, 𝑗) задается
его вес 𝑤𝑖,𝑗 , характеризующий длину соответствующего участка
дороги. Путем в графе, соединяющим вершины 𝑣𝑖 и 𝑣𝑗 , явля-
ется последовательность ребер (𝑖, 𝑙1), (𝑙1, 𝑙2), . . . , (𝑙𝑞−1, 𝑙𝑞), (𝑙𝑞, 𝑗).
Длиной пути является сумма весов всех его ребер. Путем ми-
нимальной стоимости, соединяющим вершины 𝑣𝑖 и 𝑣𝑗 , являет-
ся такой путь, что длина любого другого пути, соединяющего
эти вершины, не меньше пути минимальной стоимости. Значе-
ние 𝑐𝑖,𝑗 определяется как длина пути минимальной стоимости.
Существуют эффективные алгоритмы вычисления минимальных
стоимостей для всех пар вершин графа, например [2].

Рассматривается задача нахождения подмножества критиче-
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ских ребер 𝑄 для заданного 𝑞 = |𝑄|. Будем считать, что задача
решается методом полного перебора следующим образом. Для
каждой из 𝐶𝑞

𝑚 комбинаций 𝑞 ребер, составляющих множество 𝑄,
вычисляется стоимость

𝑆(𝐺(𝑉,𝐸∖𝑄)) =

𝑛∑︁
𝑖=1

𝑖−1∑︁
𝑗=1

𝑑𝑖,𝑗𝑐𝑖,𝑗 ,

где 𝑐𝑖,𝑗 – минимальная стоимость пути между вершинами 𝑣𝑖, 𝑣𝑗
при удалении из графа комбинации; 𝑑𝑖,𝑗 – потребность в движе-
нии. Находится комбинация 𝑄0, при которой 𝑆(𝐺(𝑉,𝐸∖𝑄0)) до-
стигает своего максимума. Основная часть этой операции – вы-
числение матрицы 𝐶 для графа 𝐺(𝑉,𝐸∖𝑄) – выполняется 𝐶𝑞

𝑚

раз. Задачей настоящего исследования является сокращение чис-
ла операций при вычислениях матрицы 𝐶.

Использование метода полного перебора в качестве базового
было выбрано по следующим причинам.

1. При нахождении точного решения задачи известны только
два метода: метод полного перебора и сведение этой задачи к эк-
вивалентной задаче линейного программирования. Причем эти
методы равноправны в том смысле, что для одних параметров за-
дачи (т.е. заданного графа и величины 𝑞) выгоднее использовать
метод полного перебора, а для других – решать задачу линейного
программирования. Ниже это будет показано.

2. При оптимизации предлагаемого метода удобно проводить
его сравнение с методом полного перебора.

Покажем выполнение первого пункта: для этого достаточно
показать, что существуют параметры, при которых сложность ме-
тода полного перебора меньше сложности решения задачи ЛП.
Будем рассматривать следующую последовательность задач на-
хождения критических узлов: граф сети является регулярным
графом степени 4 (район Манхэттен в Нью-Йорке), имеющим
вид квадрата, и количество вершин у графов этой последователь-
ности неограниченно возрастает. При этом величина 𝑞 фикси-
рована и постоянна для каждого элемента последовательности.
Покажем, что для этой последовательности сложность задачи ли-
нейного программирования растет экспоненциально, а сложность
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полного перебора – полиномиально от количества вершин. В [1]
приводятся оценки для количества переменных и ограничений
эквивалентной задачи. Общее количество неравенств в задаче
ЛП составит 𝑂(𝑛2𝑘2 + 𝑛2𝑘𝑙), а общее количество переменных –
𝑂(𝑛2𝑘 + 𝑚), где 𝑘 – среднее количество путей между двумя вер-
шинами, а 𝑙 – средняя длина пути. Ключевая величина здесь –
среднее количество путей, ее можно грубо оценить следующим
образом. Известно, что у рассматриваемых графов количество
кратчайших путей между двумя вершинами, отстоящими друг от
друга на 𝑎 ребер по горизонтали и 𝑏 по вертикали, равно 𝐶𝑏

𝑎+𝑏.
Тогда среднее количество ребер между парами вершин как по
вертикали, так и по горизонтали можно оценить как

√
𝑛
2 , и

𝐶
⌈
√
𝑛
2

⌉
⌈
√
𝑛 ⌉ = 𝑂((

√
𝑛)

√
𝑛
2 ) = 𝑂(𝑒

ln(𝑛)
√
𝑛

4 ).

То есть количество ограничений, соответствующих только крат-
чайшим путям, растет экспоненциально. Также известно, что
сложность решения задачи линейного программирования рас-
тет полиномиально от количества ограничений. В итоге слож-
ность задачи линейного программирования растет экспоненци-
ально. Ниже будет показано, что сложность алгоритма полного
перебора можно оценить как 𝑂(𝑛4+𝑞), т.е. имеем полиномиаль-
ный рост.

3. Декомпозиция вычислений на основе замкнутого
множества вершин

Выделим в графе подмножество вершин 𝑆 ⊂ 𝑉 . Опреде-
лим подмножество 𝑍, состоящее из внутреннего множества 𝑆
и граничного множества 𝑃 т.е. 𝑍 = 𝑆 ∪ 𝑃 , следующим образом.
Для любого ребра (𝑖, 𝑗), где 𝑣𝑖 ∈ 𝑆 → 𝑣𝑗 ∈ 𝑍, 𝑍 таково, что
все вершины 𝑆 смежны только вершинам из 𝑍. Соответственно,
𝑃 = 𝑍∖𝑆 и обозначим 𝐻 = 𝑉 ∖𝑆.

Пример графа показан на рис. 2. Некоторое подмножество
вершин 𝑍 = {4, 5, 6, 7, 8, 9} выделено пунктиром. Сама пунктир-
ная линия проходит по граничным вершинам 𝑍. Таким образом,
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вершины множества 𝑆 = {6, 8} – образуют внутреннее множе-
ство, а 𝑃 = {4, 9, 5, 7} образует граничное множество в 𝑍. Пусть
𝑛𝑧 = |𝑍|, 𝑛𝑝 = |𝑃 |, 𝑛𝑠 = |𝑆|, в примере 𝑛𝑧 = 6, 𝑛𝑝 = 4 и 𝑛𝑠 = 2.
Очевидно, что 𝑛𝑧 = 𝑛𝑠 + 𝑛𝑝.

Переупорядочим номера вершин таким образом, что верши-
ны из 𝑉 ∖𝑍 будут пронумерованы от 1 до (𝑛 − 𝑛𝑧), далее бу-
дут идти вершины из 𝑃 с номерами вершин от (𝑛 − 𝑛𝑧 + 1) до
(𝑛−𝑛𝑧 +𝑛𝑝) = (𝑛−𝑛𝑠), а в конце – вершины из 𝑆 с нумерацией
от (𝑛−𝑛𝑠 + 1) до 𝑛. Таким образом, будет следующее разбиение:
1, .., (𝑛− 𝑛𝑧), (𝑛− 𝑛𝑧 + 1), .., (𝑛− 𝑛𝑠), (𝑛− 𝑛𝑠 + 1), .., 𝑛.

Рис. 2. Пример графа и некоторой области вершин 𝑍

С учетом данной нумерации построим матрицу смежно-
сти 𝑊 графа 𝐺:

𝑊𝑖,𝑗 =

{︂
вес ребра (𝑖, 𝑗), если ребро (𝑖, 𝑗) ∈ 𝐸;
0, если ребро (𝑖, 𝑗) /∈ 𝐸.

Например, для графа на рис. 2 матрица смежности 𝑊 пред-
ставлена в таблице 1.

Матрица 𝑊 будет иметь структуру, показанную в двух раз-
резах на рис. 3.

В соответствии с данным разбиением будем рассматривать
подматрицы матрицы 𝑊 : 𝑊𝐻 , 𝑊𝑀 , 𝑊𝑍 , 𝑊 𝑇

𝑀 . Подматри-
цы 𝑊𝐻 , 𝑊𝑍 будут включать строки и столбцы, соответствую-
щие граничным вершинам. Квадратная матрица 𝑊𝐻 будет иметь
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Таблица 1. Матрица смежности W

1 2 3 4 5 6 7 8 9

1 0 2 5 2 0 0 0 0 0
2 2 0 0 0 0 0 9 0 0
3 5 0 0 0 3 0 0 0 1
4 2 0 0 0 0 2 3 0 2
5 0 0 3 0 0 2 5 0 2
6 0 0 0 2 2 0 2 1 3
7 0 9 0 3 5 2 0 0 0
8 0 0 0 0 0 1 0 0 1
9 0 0 1 2 2 3 0 1 0

Рис. 3. Структура матрицы 𝑊

размерность 𝑛 − 𝑛𝑠, матрица 𝑊𝑀 будет иметь размерность
(𝑛 − 𝑛𝑧, 𝑛𝑠) и квадратная матрица 𝑊𝑍 будет иметь размер-
ность 𝑛𝑧 . Матрица 𝑊 симметрична, поэтому в дальнейшем мат-
рицу 𝑊 𝑇

𝑀 рассматривать не будем, так как она является результа-
том транспонирования матрицы 𝑊𝑀 .

Рассматривая веса ребер как стоимости, вычислим мини-
мальные стоимости путей (далее просто минимальные стоимо-
сти) для всех пар вершин графа на основе матрицы 𝑊 , например
алгоритмом Флойда – Уоршалла [2]. Пусть 𝐶 – матрица мини-
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мальных стоимостей путей, вычисленная на основе матрицы 𝑊 .
Матрице 𝐶 будет соответствовать 4 «вырезанные из нее» подмат-
рицы 𝐶𝐻 , 𝐶𝑀 , 𝐶𝑇

𝑀 , 𝐶𝑍 . Ввиду симметрии матрицы 𝐶 подмат-
рицу 𝐶𝑇

𝑀 рассматривать не будем. В дальнейшем в статье будут
рассматриваться граф 𝐺 = (𝑉,𝐸) и соответствующие ему под-
множества вершин 𝐻,𝑍, 𝑃, 𝑆 в описанном выше смысле.

Определение 1. Пусть граф 𝐹 = (𝑉𝐹 , 𝐸𝐹 ) является подгра-
фом 𝐺, т.е. 𝑉𝐹 ⊂ 𝑉 и 𝐸𝐹 ⊂ 𝐸. В этом случае назовем 𝑊𝐹

квадратной вырезкой из матрицы 𝑊 , если номера вершин 𝑉𝐹

являются индексами строк и столбцов матрицы 𝑊 . То есть
𝑊𝐹 = ||𝑊𝑖,𝑗 ||б если 𝑣𝑖, 𝑣𝑗 ∈ 𝑉𝐹 . Определим функцию вырезки
𝐶𝑢𝑡𝐹 (𝑊 ), т.е. 𝑊𝐹 = 𝐶𝑢𝑡𝐹 (𝑊 ).

Определение 2. Пусть для графа 𝐺 определена матрица
смежностей с весами ребер. Определим функцию ℳ𝑠(𝑊 ), вы-
числяющую матрицу минимальных стоимостей для матрицы 𝑊 .

Определение 3. Будем называть в графе 𝐺 = (𝑉,𝐸) под-
множество вершин 𝑍 ⊂ 𝑉 замкнутым, если для каждой пары
вершин множества 𝑍 существует путь минимальной стоимо-
сти, такой что все его вершины принадлежат множеству 𝑍.

Рассмотрим матрицу 𝐶𝑍 = 𝐶𝑢𝑡𝑍(ℳ𝑠(𝑊 )), т.е. вырезку
внутренней области 𝑍 из матрицы 𝐶 (вычисленной по матрице
𝑊 ). Матрица минимальных стоимостей 𝐶 представлена в табли-
це 2, а матрица 𝐶𝑍 – в таблице 3.

Если на основании матрицы 𝑊𝑍 = 𝐶𝑢𝑡𝑍(𝑊 ), представлен-
ной в таблице 4, вычислить матрицу 𝐶, то она совпадет с матри-
цей 𝐶𝑍 . Это справедливо в общем случае благодаря следующему
утверждению.

Утверждение 1. Пусть дан граф 𝐺 = (𝑉,𝐸) и подмноже-
ство вершин 𝑍 ⊂ 𝑉 . Чтобы множество 𝑍 было замкнутым,
необходимо и достаточно, чтобы

ℳ𝑠(𝐶𝑢𝑡𝑍(𝑊 )) = 𝐶𝑢𝑡𝑍(ℳ𝑠(𝑊 )).

Доказательство. Заметим, что при поэлементном сравне-
нии

ℳ𝑠(𝐶𝑢𝑡𝑍(𝑊 )) > 𝐶𝑢𝑡𝑍(ℳ𝑠(𝑊 )),

280



Управление техническими системами и технологическими процессами

Таблица 2. Матрица минимальных стоимостей 𝐶

1 2 3 4 5 6 7 8 9

1 0 2 5 2 6 4 6 5 4
2 2 0 7 4 8 6 7 7 6
3 5 7 0 3 3 3 5 2 1
4 2 4 3 0 4 2 3 3 2
5 6 8 3 4 0 2 4 3 2
6 4 6 3 2 2 0 2 1 2
7 6 7 5 3 4 2 0 3 4
8 5 7 2 3 3 1 3 0 1
9 4 6 1 2 2 2 4 1 0

Таблица 3. Вырезка 𝐶𝑍 из матрицы минимальных
стоимостей 𝐶

4 5 6 7 8 9

4 0 4 2 3 3 2
5 4 0 2 4 3 2
6 2 2 0 2 1 2
7 3 4 2 0 3 4
8 3 3 1 3 0 1
9 2 2 2 4 1 0

Таблица 4. Матрица 𝑊𝑍

4 5 6 7 8 9

4 0 0 2 3 0 2
5 0 0 2 5 0 2
6 2 2 0 2 1 3
7 3 5 2 0 0 0
8 0 0 1 0 0 1
9 2 2 3 0 1 0
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так как в левой части минимальная стоимость вычисляется по
подграфу. Докажем утверждение необходимости. Пусть 𝑍 – за-
мкнутое подмножество. Предположим, что

ℳ𝑠(𝐶𝑢𝑡𝑍(𝑊 )) ̸= 𝐶𝑢𝑡𝑍(ℳ𝑠(𝑊 )),

т.е. для некоторых 𝑣𝑖, 𝑣𝑗 ∈ 𝑍 соответствующие элементы матриц
ℳ𝑠(𝐶𝑢𝑡𝑍(𝑊 )) и 𝐶𝑢𝑡𝑍(ℳ𝑠(𝑊 )) различны. В этом случае в гра-
фе 𝐺 между вершинами 𝑣𝑖, 𝑣𝑗 найдется путь меньшей стоимости,
чем в подграфе 𝐺𝑍 = (𝑉𝑍 , 𝐸𝑍), т.е. 𝑍 не замкнутое множество.

Аналогично доказывается достаточность. Утверждение до-
казано.

Матрица 𝐶 однозначно определяется через матрицы
𝐶𝐻 , 𝐶𝑀 , 𝐶𝑍 . Покажем, как сократить вычисления при нахожде-
нии каждой из этих матриц.

Так как 𝑍 замкнутое подмножество, то

𝐶𝑍 = ℳ𝑠(𝐶𝑢𝑡𝑍(𝑊 )),

т.е. вычисления проводятся по матрице меньшего размера.
Модифицируем матрицу 𝑊𝐻 , заменив ее элементы, относя-

щиеся к области 𝑃 , т.е. 𝑤𝑖,𝑗 такие, что 𝑣𝑖, 𝑣𝑗 ∈ 𝑃 , на соответству-
ющие элементы матрицы 𝐶𝑍 , как показано на рис. 4.

Рис. 4. Модификация матрицы 𝑊𝐻

Утверждение 2. Для модифицированной описанным обра-
зом матрицы 𝑊 ′

𝐻 выполняется равенство:

ℳ𝑠(𝑊 ′
𝐻) = 𝐶𝑢𝑡𝐻(ℳ𝑠(𝑊 )).
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Доказательство. Если кратчайший путь между вершина-
ми 𝑣𝑖, 𝑣𝑗 ∈ 𝑉 ∖𝑍 не проходит через вершины множества 𝑍, то
соответствующие элементы матриц ℳ𝑠(𝑊 ′

𝐻) и 𝐶𝑢𝑡𝐻(ℳ𝑠(𝑊 ))
совпадут. Рассмотрим случай, когда все кратчайшие пути между
этими вершинами проходят через вершины множества 𝑍.

Рис. 5. Преобразование замкнутого множества

Преобразуем граф 𝐺 так, что все вершины множества 𝑆
и смежные с ними ребра удаляются из графа, а граничные верши-
ны дополняются ребрами до полного графа со стоимостями ре-
бер, равными соответствующим минимальным стоимостям путей
исходного графа, как на примере рис. 5. Пусть путь минималь-
ной стоимости в исходном графе 𝐺 проходит в замкнутой обла-
сти через вершины (𝑎, 𝑏, . . . , 𝑐, 𝑑), где 𝑎 и 𝑑 граничные вершины.
В преобразованном графе этот путь проходит по ребру (𝑎, 𝑑), по-
этому его минимальная стоимость не изменится. С другой сторо-
ны матрица смежности преобразованного графа совпадает с 𝑊 ′

𝐻 .
Утверждение доказано.

Это позволяет рассчитать матрицу 𝐶𝐻 по матрице 𝑊 ′
𝐻 мень-

шей размерности.
Покажем, как уменьшить вычисления при нахождении

матрицы 𝐶𝑀 : матрица кратчайших путей между вершиной
𝑣𝑖 ∈ (𝑉 ∖𝑍) и вершиной 𝑣𝑗 ∈ 𝑆. Определим функцию 𝑚𝑖𝑛𝑝(𝑖, 𝑗),
вычисляющую минимальную стоимость пути между вершинами
𝑣𝑖 и 𝑣𝑗 . Любой путь между этими вершинами проходит через вер-
шины из 𝑃 , поэтому
(1) 𝑚𝑖𝑛𝑝(𝑣𝑖, 𝑣𝑗) = min

𝑤∈𝑃
(𝑚𝑖𝑛𝑝(𝑣𝑖, 𝑤) + 𝑚𝑖𝑛𝑝(𝑤, 𝑣𝑗)).

Все значения 𝑚𝑖𝑛𝑝(𝑣𝑖, 𝑤) и 𝑚𝑖𝑛𝑝(𝑤, 𝑣𝑗) вычислены и имеются
в матрицах 𝐶𝐻 и 𝐶𝑆 .
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4. Алгоритм построения замкнутого множества

Алгоритм 1 (Построения замкнутого множества).
Исходные данные алгоритма: матрица смежностей 𝑊 и на-

чальное множество 𝑆0 (внутренних вершин). Алгоритм строит
замкнутое множество 𝑍 такое, что 𝑆0 ⊆ 𝑆.

1. Построить множество 𝑃0 – множество смежных с 𝑆0 вер-
шин, такое что 𝑃0 ∩ 𝑆0 = ∅. Определим 𝑍 = 𝑆0 ∪ 𝑃0.

2. Вычислить матрицу минимальных стоимостей
𝐶 = ℳ𝑠(𝑊 ) и матрицу 𝐶𝑍 = 𝐶𝑢𝑡𝑍(𝐶).

3. Вычислить матрицу 𝐶 ′
𝑍 = ℳ𝑠(𝐶𝑢𝑡𝑍(𝑊 )).

4. Если 𝐶𝑍 = 𝐶 ′
𝑍 , то множество 𝑍 является замкнутым и пе-

рейти к п. 1.
5. Пусть 𝐶 ′

𝑍(𝑖, 𝑗) ̸= 𝐶𝑍(𝑖, 𝑗). На основании матрицы 𝐶 вы-
числим множество вершин пути минимальной стоимости (см. ал-
горитм [2]) {𝑣𝑖, 𝑣1, 𝑣2, . . . , 𝑣𝑘, 𝑣𝑗}. Включим множество вершин
{𝑣1, 𝑣2, . . . , 𝑣𝑘} в множество 𝑍. Перейти к п. 1.

Для найденного замкнутого множества 𝑍 определяется внутрен-
нее множество 𝑆. Перенумеруем номера вершин так, чтобы ин-
дексы вершины 𝑍 превышали индексы остальных вершин. Вер-
шина 𝑣𝑘 ∈ 𝑍 является внутренней, если 𝑊 (𝑘, 𝑖) = 0 для любого
1 6 𝑖 6 (𝑛− 𝑛𝑧).

Конец алгоритма.
Так как по построению множество 𝑆0 окружено границей

𝑃0, то 𝑆0 ⊆ 𝑆.
Данный алгоритм находит решение не более, чем за |𝑉 | ите-

раций, однако в худшем случае множество 𝑆 может совпадать с
множеством 𝑉 .

Пример 1. Рассмотрим в качестве исходных данных граф на
рис. 2. Матрица смежностей представлена в таблице 1. Соответ-
ствующая матрица минимальных стоимостей представлена в таб-
лице 2. Выберем в качестве начального внутреннего множества
𝑆0 = {8}. Построим множество 𝑃0 = {6, 9} – граничных вер-
шин, 𝑍 = {6, 8, 9}. Матрицы ℳ𝑠(𝐶𝑢𝑡𝑍(𝑊 )) и 𝐶𝑢𝑡𝑍(ℳ𝑠(𝑊 ))
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совпадают и равны
6 8 9

6 0 1 2
8 1 0 1
9 2 1 0

Поэтому 𝑍– замкнутое множество и после перенумерации вер-
шин (п. 1) вершина 8 определяется как внутренняя. ∙

5. Алгоритм нахождения критических ребер

Будем считать, что вычисление матрицы путей минимальной
стоимости (кратчайших путей) 𝐶 осуществляется с помощью ал-
горитма Флойда – Уоршалла [2]. Сложность этого алгоритма за-
висит только от количества вершин, поэтому в дальнейшем фразу
«вычисление матрицы 𝐶 по матрице 𝑊 размера 𝑛» будем пони-
мать в смысле применения алгоритма Флойда – Уоршалла для
матрицы смежности 𝑊 размера 𝑛 × 𝑛 и получение в результате
его работы матрицы 𝐶 того же размера.

Алгоритм 2 (Нахождение критических ребер). Исходными
данными алгоритма являются матрица весов 𝑊 , матрица
потребности в движении 𝐷 и количество удаляемых ребер 𝑞.

1. Выполнить алгоритм вычисления замкнутого множества
вершин, в частности алгоритм 1 вычислит первоначальную мат-
рицу 𝐶 для графа 𝐺(𝑉,𝐸).

2. Выполнить в графе преобразование замкнутого множества
и получить матрицу 𝑊 ′

𝐻 .
3. Для каждой из 𝐶𝑞

𝑚 комбинаций 𝑞 ребер, составляющих
множество 𝑄, вычисляется обобщенная стоимость поездок

𝑆(𝐺(𝑉,𝐸∖𝑄)) =

𝑛∑︁
𝑖=1

𝑖−1∑︁
𝑗=1

𝑑𝑖,𝑗𝑐𝑖,𝑗 .

Основная часть этой операции – вычисление матрицы 𝐶 для гра-
фа 𝐺(𝑉,𝐸∖𝑄) – распадается на два случая.

3.1) если хотя бы одно из 𝑞 ребер является ребром из замкну-
того множества. В этом случае матрица 𝐶 вычисляется обычным
способом по матрице 𝑊 размера 𝑛;
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3.2) если ни одно из 𝑞 ребер не принадлежит замкнутому
множеству. В этом случае матрица 𝐶 для графа 𝐺(𝑉,𝐸∖𝑄) од-
нозначно определяется с помощью уже вычисленной матрицы
𝐶 для графа 𝐺(𝑉,𝐸) и вычислением матрицы 𝐶𝐻 по матрице
𝑊 ′

𝐻(𝑉,𝐸∖𝑄) размера 𝑛− 𝑛𝑠.
4. Среди всех комбинаций определяются комбинации, име-

ющие максимальное значение обобщенной стоимости поездок.
Ребра, составляющие эти комбинации, являются критическими.

Конец алгоритма.
Докажем справедливость этого алгоритма. При удалении хо-

тя бы одного ребра из замкнутого множества уже нельзя гаранти-
ровать, что это множество останется замкнутым, т.е. что все пути
минимальной стоимости лежат внутри замкнутой области. Имен-
но поэтому в п. 3.1 матрица 𝐶 вычисляется обычным способом.
Остается показать справедливость п. 3.2. В зависимости от того,
к какому множеству относятся вершины 𝑖 и 𝑗, существует 6 ва-
риантов;
1. 𝑖 ∈ 𝑉 ∖𝑍, 𝑗 ∈ 𝑉 ∖𝑍;
2. 𝑖 ∈ 𝑉 ∖𝑍, 𝑗 ∈ 𝑃 ;
3. 𝑖 ∈ 𝑉 ∖𝑍, 𝑗 ∈ 𝑆;
4. 𝑖 ∈ 𝑃, 𝑗 ∈ 𝑃 ;
5. 𝑖 ∈ 𝑃, 𝑗 ∈ 𝑆;
6. 𝑖 ∈ 𝑆, 𝑗 ∈ 𝑆.
Значения элементов 𝑐𝑖,𝑗 матрицы 𝐶 в вариантах 4, 5, 6 уже по-
лучены при вычислении первоначальной матрицы 𝐶 в п.1. Вари-
анты 1, 2, 3 соответствуют элементам матриц 𝐶𝐻 и 𝐶𝑀 , которые
вычисляются описанным выше способом.

6. Оптимизация алгоритма

Отметим, что единственным параметром, на который мож-
но влиять при реализации предложенного алгоритма, является
мощность множества 𝑆 – внутренних вершин замкнутого мно-
жества. Действительно, можно построить замкнутое множество,
добавить к внутреннему множеству еще одну вершину (напри-
мер, одну из граничных) и построить следующее замкнутое мно-
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жество большего размера, пользуясь тем же алгоритмом. Также
понятно, что чем больше будет мощность множества 𝑆, тем мень-
шего размера будет матрица 𝑊𝐻 и меньшее число операций по-
требуется для вычисления матрицы 𝐶. А с другой стороны, тем
меньше будет количество комбинаций ребер, не входящих в за-
мкнутое множество, т.е. тем чаще придется вычислять матрицу 𝐶
обычным способом по п. 3.1. Эти соображения позволяют пред-
положить, что существует оптимальное значение 𝑛𝑠. Логично ис-
кать это оптимальное значение, оценивая количество операций
алгоритма и минимизируя ее по 𝑛𝑠. В общем виде это сделать
невозможно по следующей причине. Для конкретного графа и
заданного множества 𝑆 множество 𝑃 определяется однозначно
(если оно существует), при этом его мощность невозможно оце-
нить, так как она зависит и от графа и от 𝑆. В то же время,
как будет видно ниже, сложность алгоритма является функцией
от мощностей реберных и вершинных, внутренних и граничных
множеств, а сами эти величины не являются независимыми и их
зависимость неизвестна. Тем не менее некоторый анализ функ-
ции сложности оказывается возможным.

Определим ребра замкнутого множества как ребра, соединя-
ющие вершины из замкнутого множества и, по аналогии, ребра
внутреннего и граничного множества. Введем следующие обо-
значения: 𝑚𝑠 – количество ребер внутреннего множества; 𝑚𝑝 -
количество ребер граничного множества; 𝑚𝑧 – количество ребер
множества 𝑍. При этом 𝑚𝑧 > 𝑚𝑠 +𝑚𝑝, так как еще учитываются
ребра, соединяющие вершины из 𝑆 с вершинами из 𝑃 .

В большинстве современных процессоров операции сложе-
ния и умножения занимают одинаковое количество тактов, по-
этому будем оценивать только общее количество этих операций.
Переменные 𝑚𝑠, 𝑛𝑝, 𝑚𝑝, 𝑛𝑧, 𝑚𝑧 и переменная 𝑛𝑠, относительно
которой ищется минимум сложности всего алгоритма, «участву-
ют» в пунктах 1, 3.1 и 3.2, поэтому будем оценивать сложность
только этих пунктов. Ниже будет часто встречаться выражение
сложности вычисления матрицы 𝐶, поэтому определим для него
отдельную функцию. Обозначим 𝑀(𝑙), 𝑙 ∈ 𝑁, – количество опе-
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раций сложения и умножения, необходимых для нахождения мат-
рицы кратчайших путей размера 𝑙 × 𝑙.

В алгоритме Флойда – Уоршалла элементы матрицы 𝐶 опре-
деляются с помощью операции

𝑐𝑖,𝑗 = min
𝑘=1..𝑙

(𝑐𝑖,𝑗 , 𝑐𝑖,𝑘 + 𝑐𝑘,𝑗),

которая проводится в тройном цикле, т.е. 𝑙3 раз. Вся операция
состоит из одной операции сложения, поэтому 𝑀(𝑙) = 𝑙3.

Оценим сложность алгоритма вычисления замкнутого мно-
жества. Будем рассматривать наихудший случай и считать, что
вершины в п. 5 добавляются по одной и первоначальное мно-
жество состоит из одной внутренней и одной граничной вер-
шины. По окончании выполнения алгоритма мощность множе-
ства 𝑍 равно 𝑛𝑧 , т.е. количество операций для вычисления матри-
цы 𝐶 ′

𝑍 равно
∑︀𝑛𝑧

𝑖=2𝑀(𝑖). Необходимо оценить сложность опера-
ции в п. 5 по определению множества вершин пути минимальной
стоимости между вершинами (𝑥, 𝑦). Так как мы рассматриваем
наихудший случай и вершины добавляются по одной, то количе-
ство ребер в этом пути равно двум. Стоимость (длина) этого пути
известна из исходной матрицы 𝐶 (п. 1) и в среднем необходимо
перебрать половину вершин, соседних и с 𝑥 и с 𝑦, чтобы най-
ти добавляемую вершину. Это вершина 𝑤 такая, что сумма длин
ребер 𝑐𝑥,𝑤 и 𝑐𝑤,𝑦 равна стоимости кратчайшего пути. Тогда сред-
нее количество операций сложения можно оценить как половину
средней степени вершины. И общая сложность алгоритма вычис-
ления замкнутого множества (обозначим ее Σ1) оценивается как

Σ1 =

𝑛𝑧∑︁
𝑖=2

(𝑀(𝑖) +
𝑚

𝑛
) =

𝑚(𝑛𝑧 − 1)

𝑛
+

𝑛𝑧∑︁
𝑖=2

𝑀(𝑖).

Рассмотрим пункты 3.1 и 3.2. Количество комбинаций ре-
бер, соответствующее пункту 3.2 равно 𝐶𝑞

𝑚−𝑚𝑧
, а пункту 3.1 –

(𝐶𝑞
𝑚 − 𝐶𝑞

𝑚−𝑚𝑧
). Тогда общая сложность п. 3.1 (обозначим ее Σ2)

оценивается как Σ2 = (𝐶𝑞
𝑚 −𝐶𝑞

𝑚−𝑚𝑧
)𝑀(𝑛). Сложность п. 3.2 со-

стоит из вычисления матрицы 𝐶𝐻 по матрице 𝑊 ′
𝐻(𝑉,𝐸∖𝑄) раз-

мера 𝑛−𝑛𝑠 и кроме одной группы случаев все элементы матрицы
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𝐶 определяются без дополнительных расчетов. Эта группа соот-
ветствует комбинациям 𝑖 ∈ 𝑉 ∖𝑍, 𝑗 ∈ 𝑆, и количество таких
комбинаций вершин равно (𝑛 − 𝑛𝑧)𝑛𝑠. Для каждой комбинации
необходимо найти

min
𝑣1∈𝑃

(𝑚𝑖𝑛𝑝(𝑖, 𝑣1) + 𝑚𝑖𝑛𝑝(𝑣1, 𝑗))

по всем граничным вершинам. То есть необходимо выполнить 𝑛𝑝

операций сложения. Общую сложность п. 3.2 (обозначим ее Σ3)
можно оценить так: Σ3 = 𝐶𝑞

𝑚−𝑚𝑧
(𝑀(𝑛−𝑛𝑠)+(𝑛−𝑛𝑧)𝑛𝑠𝑛𝑝). Сум-

мируя результаты, получим, что количество операций сложения
и умножения в рассматриваемых пунктах алгоритма нахождения
критических ребер можно оценить так. Σ = Σ1 + Σ2 + Σ3, где

Σ1 =
𝑚(𝑛𝑧 − 1)

𝑛
+

𝑛𝑧∑︁
𝑖=2

𝑀(𝑖),

Σ2 = (𝐶𝑞
𝑚 − 𝐶𝑞

𝑚−𝑚𝑧
)𝑀(𝑛),

Σ3 = 𝐶𝑞
𝑚−𝑚𝑧

(𝑀(𝑛− 𝑛𝑠) + (𝑛− 𝑛𝑧)𝑛𝑠𝑛𝑝), 𝑀(𝑙) = 𝑙3.

Также отметим, что сложность алгоритма полного перебора
(обозначим ее Σ̂) можно по аналогии оценить как Σ̂ = 𝐶𝑞

𝑚𝑀(𝑛).
Покажем, что Σ̂ = 𝑂(𝑛4+𝑞). Граф транспортной сети является
разреженным графом и 𝑚 = 𝑂(𝑛), тогда 𝐶𝑞

𝑚 = 𝑂(𝑛𝑞).𝑀(𝑛) – это
последовательная сумма кубов, которая оценивается как 𝑂(𝑛4).

Выражение для Σ зависит от четырёх переменных, которые,
в свою очередь, являются зависимыми друг от друга и эта зависи-
мость неизвестна. Понятно, что методы математического анализа
в такой ситуации неприменимы.

Построим график Σ, приняв следующее допущение. Будем
считать, что в исходном графе транспортной сети отношения ко-
личества ребер к количеству вершин всего графа и его достаточно
большого подграфа примерно равны. Так, на рис. 1 это отноше-
ние для всего графа примерно равно отношению для подграфа,
представляющего собой одну из областей. Отношение для всего
графа равно 229

127 = 1,80, а для подграфов, представляющих собой
области, эти отношения равны 82

48 = 1,71, 83
45 = 1,84 и 60

34 = 1,76.
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Обозначим это отношение 𝜉 = 𝑚/𝑛 = 𝑚𝑠/𝑛𝑠 = 𝑚𝑝/𝑛𝑝 и пе-
репишем, используя также равенство 𝑛𝑧 = 𝑛𝑠 + 𝑛𝑝, выраже-
ние для Σ относительно 𝑛𝑠 и 𝑛𝑝 – количества вершин во внут-
ренней и граничной области. При этом необходимо через 𝑛𝑠 и
𝑛𝑝 оценить величину 𝑚 − 𝑚𝑧 . Это множество ребер состоит
из ребер, соединяющих внешние вершины, количество которых
оценивается как 𝜉(𝑛 − 𝑛𝑠 − 𝑛𝑝), и множества ребер, соединяю-
щих внешнюю и граничную вершины. Оценим второе множе-
ство в наихудшем случае. С одной стороны, чем меньше будет
размер внешней области, тем меньше будет количество комбина-
ций 𝑞 ребер, лежащих во внешней области. С другой стороны,
каждая граничная вершина по определению имеет хотя бы одно
ребро, связанное с внешней вершиной. Поэтому оценим количе-
ство таких ребер величиной 𝑛𝑝. В результате получаем оценку
𝑚−𝑚𝑧 ≈ 𝜉(𝑛− 𝑛𝑠 − 𝑛𝑝) + 𝑛𝑝.

После подстановки Σ1 остается без изменений,
Σ2 = (𝐶𝑞

𝑚 − 𝐶𝑞
𝜉(𝑛−𝑛𝑠−𝑛𝑝)+𝑛𝑝

)𝑀(𝑛),

Σ3 = 𝐶𝑞
𝜉(𝑛−𝑛𝑠−𝑛𝑝)+𝑛𝑝

(𝑀(𝑛− 𝑛𝑠) + (𝑛− 𝑛𝑠 − 𝑛𝑝)𝑛𝑠𝑛𝑝).

В итоге получаем функцию Σ(𝑛𝑠, 𝑛𝑝) с параметрами 𝑛, 𝑞 и 𝜉.
На рис. 6 и 7 показаны графики этой функции в двух ракур-

сах при различных значениях параметров.

Показанные на рисунках графики – типичные, т.е. и при дру-
гих значениях параметров наблюдается схожая картина: наличие
«оврага», «дно» которого проходит примерно параллельно плос-
кости (Σ, 𝑛𝑝). Примем это обстоятельство в качестве еще одного
допущения. С его помощью становится возможным решить про-
блему зависимости переменных 𝑛𝑠 и 𝑛𝑝. Обозначим 𝑛0

𝑠 – значе-
ние 𝑛𝑠, зависящее от 𝑛, 𝑞 и 𝜉, в котором Σ(𝑛𝑠, 𝑛𝑝) достигает сво-
его минимума при 𝑛𝑝 = 1. В силу принятого допущения для дру-
гих фиксированных значений 𝑛𝑝 минимум Σ(𝑛𝑠, 𝑛𝑝) также будет
достигаться при 𝑛𝑠 = 𝑛0

𝑠. Тогда можно утверждать, что алгоритм
нахождения критических ребер будет работать наиболее быстро,
если замкнутое подмножество вершин удовлетворяет следующим
условиям:
290



Управление техническими системами и технологическими процессами

Рис. 6. График Σ(𝑛𝑠, 𝑛𝑝) при 𝑛 = 50, 𝑞 = 4, 𝜉 = 1,7
в двух ракурсах

Рис. 7. График Σ(𝑛𝑠, 𝑛𝑝) при 𝑛 = 200, 𝑞 = 10, 𝜉 = 1,5
в двух ракурсах

1. Мощность внутреннего множества примерно равна 𝑛0
𝑠.

2. Мощность граничного множества минимальна.
Рассмотрим, как можно добиться выполнения каждого усло-

вия.

6.1. Мощность внутреннего множества
По заданному графу и величине 𝑞 несложно определить зна-

чения 𝑛 и 𝜉 и численными методами найти 𝑛0
𝑠. Чтобы ускорить

эту операцию, был проведен анализ интервала значений 𝑛0
𝑠 при
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различных параметрах 𝑛, 𝑞 и 𝜉 с целью его уменьшения. Для это-
го фиксировался один из параметров и рассматривался трехмер-
ный график относительно двух других. Было установлено, что
интервал значений 𝑛0

𝑠 практически не зависит от 𝜉. Диапазон
изменения параметра 𝜉 можно оценить интервалом (1, 2): если
граф сети представляет собой дерево, то 𝜉 близко к единице; для
наиболее плотных дорожных сетей (например, район Манхэттен
в Нью-Йорке), граф которых практически является регулярным
графом степени 4, 𝜉 = 2.

На рис. 8 показаны типичный график зависимости 𝑛0
𝑠 от 𝑛

и 𝑞 и для наглядности – зависимость относительного значения 𝑛0
𝑠
𝑛

от этих же параметров.

Рис. 8. График зависимости 𝑛0
𝑠 и 𝑛0

𝑠
𝑛

при 𝜉 = 1,6, 𝑛 = 100, ..., 500, 𝑞 = 1, ..., 30

Анализ этих и схожих графиков привел к следующим выво-
дам:

1. При любых значениях 𝑛, 𝑞 и 𝜉, величина 𝑛0
𝑠 не превосхо-

дит 𝑛/2, причем максимальное значение достигается при 𝑞 = 1.
Этот вывод был также подтвержден полным перебором значений
Σ(𝑛𝑠, 𝑛𝑝) при различных значениях параметров.

2. График зависимости Σ(𝑛𝑠, 1) от 𝑛𝑠 при фиксированных
𝑛, 𝑞, 𝜉 и 𝑛𝑝 = 1 имеет локальные минимумы. На рис. 9 показан
пример такого графика. Для наглядности ось ординат имеет отно-
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сительную шкалу: вместо абсолютного значения Σ используются
значения Σ−Σmin

Σmin
.

Рис. 9. График зависимости Σ(𝑛𝑠, 1) от 𝑛𝑠

при 𝜉 = 1,6, 𝑛 = 200, ..., 500, 𝑞 = 20

Поэтому логично определять 𝑛0
𝑠 численными методами, вы-

числяя значения Σ(𝑛𝑠, 1), начиная с 𝑛𝑠 = 1 до 𝑛𝑠 = 𝑛/2.

6.2. Мощность граничного множества
Итак, необходимо построить замкнутое множество такое,

чтобы мощность внутреннего множества приблизительно рав-
нялась заданной величине 𝑛0

𝑆 , а мощность граничного множе-
ства была как можно меньше. Создание эффективного алгоритма
решения этой подзадачи требует дополнительного исследования
по следующим причинам. Логично адаптировать и использовать
один из многочисленных алгоритмов разбиения графа на сооб-
щества и подобрать сообщество, мощность которого близка к 𝑛0

𝑆 .
Но тут возникнут трудности связанные с тем, что кратчайший
путь между двумя вершинами определяется как сумма длин ре-
бер пути. Если две вершины в сообществе связаны ребром, то
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это не означает, что кратчайший путь между ними проходит по
этому ребру, и сообщество не обязательно является замкнутым
множеством. Здесь приводится простой и, возможно, не самый
эффективный алгоритм.

Для обоснования алгоритма был проведен анализ области
применимости предлагаемого метода. Для этого фиксировались
параметры 𝑛, 𝑞, 𝜉 и рассматривалась плоскость, на которой оси
абсцисс соответствует значение 𝑛𝑠, а оси ординат – 𝑛𝑝. На этой
плоскости отмечались точки (синим цветом), для которых вы-
годнее использовать метод полного перебора, т.е. Σ̂(𝑛𝑠, 𝑛𝑝) <
Σ(𝑛𝑠, 𝑛𝑝). На рис. 10 показан пример такой раскраски. Корич-
невой линией отмечено значение 𝑛0

𝑠.

Рис. 10. Область применимости метода
при 𝑛 = 130, 𝑞 = 11, 𝜉 = 1,6

Во всех подобных графиках синяя область представляла со-
бой прямоугольную трапецию, хотя во многих случаях она от-
сутствовала. То есть значение 𝑛̂𝑝 такое, что для всех 𝑛𝑝 > 𝑛̂𝑝

выгоднее использовать метод полного перебора, превосходило 𝑛.
Также из этих графиков видно, что если значение 𝑛𝑠 мало, то
использование предлагаемого метода выгоднее, чем метод пол-
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ного перебора, так как в транспортных сетях не встречается си-
туация, когда граничное множество для небольшого внутренне-
го множества состоит практически из всех вершин графа. Име-
ется в виду внутреннее множество, географическое расстояние
между вершинами которого существенно меньше максимального
географического расстояния между вершинами графа. Предлага-
емый алгоритм нахождения замкнутого множества с требуемыми
характеристиками основывается на методе перебора и состоит из
следующих шагов.

1. Определяется величина 𝑛0
𝑠. Величина Σ𝑚𝑖𝑛 инициализи-

руется равной бесконечности. Множества 𝑍𝑚𝑖𝑛, 𝑆𝑚𝑖𝑛, 𝑃𝑚𝑖𝑛 ини-
циализируются как пустые множества.

2. Для каждой вершины графа 𝑣 строится замкнутое множе-
ство 𝑍 = 𝑆 ∪ 𝑃 с начальным множеством 𝑆0 = {𝑣}.

3. Вычисляются значения Σ(𝑛𝑠, 𝑛𝑝) и Σ̂(𝑛𝑠, 𝑛𝑝). Если полу-
ченное 𝑍 находится в области применимости метода и 𝑛𝑠 6 𝑛0

𝑠,
то Σ(𝑛𝑠, 𝑛𝑝) сравнивается с Σ𝑚𝑖𝑛. Если Σ(𝑛𝑠, 𝑛𝑝) < Σ𝑚𝑖𝑛, то
𝑍𝑚𝑖𝑛 = 𝑍, 𝑆𝑚𝑖𝑛 = 𝑆, 𝑃𝑚𝑖𝑛 = 𝑃, Σ𝑚𝑖𝑛 = Σ(𝑛𝑠, 𝑛𝑝).

4. Если 𝑛𝑠 > 𝑛0
𝑠, то переход к следующей вершине и п. 2.

5. Если 𝑛𝑠 6 𝑛0
𝑠, то область 𝑍 расширяется: строится за-

мкнутое множество с начальным множеством 𝑆0 = 𝑆 ∪ {𝑢}, где
𝑢 – произвольная вершина из граничного множества 𝑃 . Переход
к п. 3.

Конец алгоритма.
Очевидно, что алгоритм работает за конечное число шагов.

В п. 2 для каждой вершины строится замкнутое множество, в ко-
тором эта вершина является внутренней. В этом случае мощность
𝑆 невелика, и это замкнутое множество находится в области при-
менимости, т.е. практически сразу определяется замкнутое мно-
жество, для которого предлагаемый метод работает быстрее ме-
тода полного перебора. Далее (в п. 5) замкнутое множество рас-
ширяется до тех пор, пока мощность внутреннего множества не
превысит оптимального значения 𝑛0

𝑠. Алгоритм можно модифи-
цировать и в п. 4 использовать условие 𝑛𝑠 > 𝛽𝑛0

𝑠, где 𝛽 – кон-
станта, большая единицы. Но определение оптимального значе-
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ния 𝛽 также требует дополнительных исследований. Среди всех
полученных замкнутых множеств для дальнейшей работы пред-
лагаемого метода выбирается множество с минимальным значе-
нием Σ(𝑛𝑠, 𝑛𝑝). Из-за того, что расширение происходит через
произвольную граничную вершину, алгоритм не перебирает все
возможные замкнутые множества, поэтому найденное множество
может не быть оптимальным. Тем не менее решение задачи пред-
лагаемым методом с полученным замкнутым множеством про-
исходит быстрее, чем полный перебор. Осталось показать, что
выполнение этого алгоритма не приведет к заметному увеличе-
нию сложности решения всей задачи. Так как для каждой вер-
шины строится замкнутое множество мощности 𝑛0

𝑠, то это утвер-
ждение эквивалентно выполнению неравенства 𝑛Σ1 ≪ Σ2 + Σ3.
Неравенство несложно обосновать, используя соотношение по-
рядков. Будем считать, что все величины: количество вершин и
ребер различных множеств (внутреннего, граничного и т.д.) по
порядку оцениваются как 𝑂(𝑛). Тогда 𝑛Σ1 = 𝑂(𝑛5), так как
основное слагаемое в Σ1 – это последовательная сумма кубов.
Из суммы Σ2 + Σ3 рассмотрим слагаемое 𝐶𝑞

𝑚−𝑚𝑧
𝑀(𝑛 − 𝑛𝑠).

𝐶𝑞
𝑚−𝑚𝑧

𝑀(𝑛 − 𝑛𝑠) = 𝑂(𝑛𝑞)𝑂(𝑛4) = 𝑂(𝑛4+𝑞) и уже при 𝑞 > 1
это слагаемое растет быстрее, чем 𝑛Σ1.

7. Заключение

В работе рассматривается задача нахождения критических
узлов транспортной сети и метод ее решения с помощью вычис-
ления аргументов, при которых функция обобщенной стоимости
поездок достигает своего максимума. Наиболее трудоемкая опе-
рация в этом методе заключается в многократном вычислении
матрицы длин кратчайших путей между всеми вершинами. Вве-
дено понятие замкнутой области и предложен метод сокраще-
ния вычислений этой матрицы. Метод основан на декомпозиции
и последующих вычислений подматриц. Была приведена оценка
количества операций и предложен метод построения замкнутой
области, минимизирущей количество вычислений при решении
задачи нахождения критических узлов.
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a corresponding algorithm has been proposed to determine. An algorithm for
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ПРЕОБРАЗОВАНИЕ ЛАПЛАСА – СТИЛТЬЕСА
ПИКОВОГО ВОЗРАСТА ИНФОРМАЦИИ

ДЛЯ СЛУЧАЯ, КОГДА ПЕРЕДАЧА ПАКЕТОВ
МОДЕЛИРУЕТСЯ СМО 𝑃𝐻|𝑃𝐻|1|𝑅

С ДИСЦИПЛИНОЙ FCFS

Матюшенко С. И.1

(Российский университет дружбы народов, Москва)
Самуйлов К. Е.2

(Российский университет дружбы народов, Москва; Институт
проблем информатики Федерального исследовательского

центра «Информатика и управление» РАН, Москва)

На примере системы массового обслуживания 𝑃𝐻|𝑃𝐻|1|𝑟 получено преоб-
разование Лапласа – Стилтьеса пикового возраста информации (Peak Age of
Information, PAoI) – метрики, используемой в системах сотовой связи пятого
поколения (5G) для мониторинга и управления удаленными системами со сто-
роны центра управления. Метрика является функцией времени между генера-
циями обновлений в источнике и задержкой при доставке их по сети и пред-
полагает, что только своевременно полученные обновления могут отражать
текущее состояние системы. При теоретическом анализе технических систем
передачи информации приходится учитывать, что метрика возраста инфор-
мации значительно отличается от задержки, оцениваемой в моменты време-
ни, когда пакет достигает пункта назначения, в то время как новая метрика
PAoI определена для произвольного момента времени, что существенно услож-
няет ее анализ. Для проверки корректности полученных аналитических выра-
жений проведено их сравнение с частным случаем СМО 𝑀 |𝑀 |1|1, а также
с результатами имитационного моделирования СМО с распределением фазо-
вого типа.

Ключевые слова: возраст информации, пиковый возраст информации,
распределение фазового типа.

1. Введение

Одним из важных сценариев использования приложений
сверхнадежной связи с малой задержкой (Ultra-Reliable Low

1 Сергей Иванович Матюшенко, к.ф.-м.н., доцент (matyushenko-si@rudn.ru).
2 Константин Евгеньевич Самуйлов, д.т.н., зав. кафедрой; в.н.с. (samuylov-

ke@rudn.ru).
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Latency Service, URLLC) и массовой связи машинного типа
(massive Machine Type Communications, mMTC) в беспроводных
сетях связи пятого поколения (5G) является обмен информацией
о состоянии удаленных систем между оконечными устройства-
ми и центром управления и мониторинга, который обеспечива-
ет контроль за удаленными процессами и повышает их безопас-
ность за счет эффективного использования информации о них [7].
Задачи своевременной доставки информации в центр контроля
и управления возникают при мониторинге окружающей среды
для предотвращения лесных пожаров, загрязнения атмосферы,
утечек радиации, в технических системах – в индустриальном ин-
тернете вещей, в энергетическом и нефтегазовом секторах, в сфе-
ре автономного транспорта, в системах видеонаблюдения, в он-
лайновых социальных сетях [4]. В 2011 году для количественной
оценки свежести доступной в центре управления и мониторинга
информации о состоянии удаленной системы была предложена
метрика Age of Information (Age of Information, AoI), представля-
ющая собой функцию времени между генерациями обновлений
на оконечном устройстве (отправитель) и задержкой при доставке
их по сети до центра управления и мониторинга (получатель) [5].
Обзор работ, в которых анализ возраста информации предлагает-
ся проводить с использованием аппарата теории массового об-
служивания, можно найти в [8]. Там отмечено, что большинство
исследователей ограничиваются простыми моделями, например,
с экспоненциальным распределением времени между момента-
ми генерации обновлений на узле-отправителе (УО) и экспонен-
циальным распределением длительности обработки обновления
в узле-получателе (УП) с обслуживанием очереди в порядке по-
ступления обновлений (First Come First Served, FCFS) или в об-
ратном порядке (Last Come First Served, LCFS). Однако класси-
ческие модели систем массового обслуживания позволяют по-
лучить лишь грубую оценку метрики возраста информации, по-
скольку однопараметрические распределения не дают возможно-
сти учесть особенности протоколов современных систем диспет-
черского управления и сбора данных, случайный множественный
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доступ от нескольких удаленных узлов-отправителей, многоша-
говые маршруты передачи пакетов-обновлений.

В настоящей работе для оценки возраста информации и его
максимального значения – так называемого «пикового возраста
информации» (Peak Age of Information, PAoI), которое является
более простым для анализа показателем, – используется распре-
деление фазового типа, выбор числа и параметров фаз которо-
го позволяет гибко моделировать сложные зависимости, возни-
кающие в современных системах передачи данных поколения
5G. В работе для сценария доставки пакета-обновления в со-
седний узел в предположении об отсутствии задержки переда-
чи между узлами сети показаны случайные интервалы време-
ни, определяющие возраст информации, содержащейся в пакете-
обновлении. Для случая, когда передача пакетов моделируется
СМО 𝑃𝐻|𝑃𝐻|1|𝑟 с дисциплиной FCFS, получено в аналитиче-
ском виде преобразование Лапласа – Стилтьеса пикового возрас-
та информации. Для проверки корректности полученных анали-
тических выражений проведено их сравнение с частным случаем
СМО 𝑀 |𝑀 |1|1, а также с результатами имитационного модели-
рования СМО с распределением фазового типа.

2. Математическая модель для анализа пикового
возраста информации

Предположим, что передача информации из УО в УП моде-
лируется посредством однолинейной СМО с накопителем емко-
сти 1 6 𝑟 6 ∞, см. рис. 1.

Рис. 1. СМО 𝑃𝐻|𝑃𝐻|1|𝑟
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Возраст информации из пакета-обновления, полученного
и обработанного узлом-получателем, представляет собой ин-
тервал времени от момента генерации этого пакета на узле-
отправителе до момента окончания его обработки узлом-
получателем. В терминах ТМО мы будем исследовать возраст
информации, содержащейся в заявке, учитывая случайный ин-
тервал между соседними моментами генерации заявок в УО (так
называемое «время генерации») и случайную длительность об-
служивания заявки в УП.

Предположим, что поток заявок является рекуррентным с ФР
𝐴(𝑡) фазового типа

𝐴(𝑡) = 1−𝛼⊤𝑒Λ𝑡1, 𝑡 > 0, 𝛼⊤1 = 1,

допускающей неприводимое 𝑃𝐻–представление (𝛼,Λ) поряд-
ка 𝑙.

Длительности обслуживания заявок имеют ФР 𝐵(𝑡) фазово-
го типа

𝐵(𝑡) = 1− 𝛽⊤𝑒M𝑡1, 𝑡 > 0, 𝛽⊤1 = 1,

допускающую неприводимое 𝑃𝐻–представление (𝛽,M) поряд-
ка 𝑚.

Рассмотрим СМО с потерями, т.е. заявка, поступающая в си-
стему в момент времени, когда накопитель полностью занят, те-
ряется и больше в систему не возвращается. Выбор заявки из
накопителя на обслуживание производится в соответствии с дис-
циплиной FCFS.

Функционирование рассмотренной СМО можно описать
марковским процессом {𝑋(𝑡), 𝑡 > 0} над пространством состоя-
ний

X =

𝑟+1⋃︁
𝑘=0

X𝑘,

где X0 =
{︀
(𝑖, 0), 𝑖 = 1, 𝑙

}︀
, X𝑘 =

{︀
(𝑖, 𝑘, 𝑗), 𝑖 = 1, 𝑙, 𝑗 = 1,𝑚

}︀
,

𝑘 = 1, 𝑟 + 1.
Здесь 𝑋(𝑡) = (𝑖, 0) означает, что система пуста, а генера-

ция заявки происходит на фазе 𝑖, и 𝑋(𝑡) = (𝑖, 𝑘, 𝑗) означает, что
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в системе 𝑘 заявок, генерация новой заявки происходит на фазе 𝑖,
а обслуживание заявки прибором – на фазе 𝑗.

Обозначим через

𝑝(𝑖, 0) = lim
𝑡→∞

P {𝑋(𝑡) = (𝑖, 0)} ,

𝑝(𝑖, 𝑘, 𝑗) = lim
𝑡→∞

P {𝑋(𝑡) = (𝑖, 𝑘, 𝑗)}

предельные вероятности МП 𝑋(𝑡) и введем векторы

p⊤
0 = (𝑝(1, 0), ..., 𝑝(𝑙, 0)) ,

p⊤
𝑘 = (𝑝(1, 𝑘, 1), ..., 𝑝(1, 𝑘,𝑚), ..., 𝑝(𝑙, 𝑘, 1), ..., 𝑝(𝑙, 𝑘,𝑚)) .

Заметим, что из неприводимости 𝑃𝐻–представлений следу-
ет, что все состояния МП 𝑋(𝑡) сообщаются, процесс эргодичен,
а, следовательно, предельные вероятности совпадают со стацио-
нарными, не зависят от начального распределения и определяют-
ся с помощью матричной прогрессии, описанной в [1] на стр. 221.

Далее рассмотрим стационарные вероятности

𝜋−
𝐴(0), 𝜋−

𝐴(𝑘, 𝑗), 𝑘 = 1, 𝑟 + 1, 𝑗 = 1,𝑚,

состояний ЦМ, вложенной по моментам (𝑡− 0) непосредственно
перед поступлением заявок в систему, и введем векторы

𝜋−
𝐴
⊤
(𝑘) =

(︀
𝜋−
𝐴(𝑘, 1), ..., 𝜋

−
𝐴(𝑘,𝑚)

)︀
.

В [1] на стр. 229 доказано, что введенные вероятности опре-
деляются в соответствии с соотношениями

𝜋−
𝐴(0) =

1

𝜆
p⊤
0 𝜆,

𝜋−
𝐴
⊤
(𝑘) =

1

𝜆
p⊤
𝑘 (𝜆⊗ I) , 𝑘 = 1, 𝑟 + 1,

где 𝜆 = −Λ1, 𝜆 = −
(︀
𝛼⊤Λ−11

)︀−1
, I – единичная матрица, знак

⊗ означает кронекерово произведение матриц.
Пусть W – случайная величина (с.в.) пикового возраста ин-

формации из заявки (для краткости - пикового возраста заявки).
Согласно [6] пиковый возраст фиксированной заявки можно

представить в виде суммы трех непересекающихся интервалов
времени:

W = Ŵ1 +W2 +W3,
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где Ŵ1 – суммарная длительность последовательных интервалов
времени между соседними моментами генерации заявок, начи-
ная от момента генерации фиксированной заявки и до момента
первого присоединения к очереди заявки из числа следующих
за фиксированной заявкой; W2 – время ожидания начала обслу-
живания для заявки, присоединившейся к очереди вслед за фик-
сированной заявкой; W3 – длительность обслуживания заявки,
следующей в очереди за фиксированной заявкой.

В качестве иллюстрации введенных обозначений на рис. 2
представлена диаграмма формирования пикового возраста ин-
формации для фиксированной заявки с номером 𝑛 для случая,
когда в моменты (𝑡𝑛+1 − 0) и (𝑡𝑛+2 − 0) завершения генерации
заявок 𝑛+ 1 и 𝑛+ 2 система оказалась полностью занятой.

Рис. 2. Пример формирования пикового возраста информации
для фиксированной заявки 𝑛

Заметим, что во многих указанных в обзоре [8] источниках
интервал W на рис. 2 определяет пиковый возраст не для фикси-
рованной заявки с номером 𝑛, а для фиксированной заявки с но-
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мером 𝑛+3, следующей за заявкой 𝑛 в очереди УП. Такой подход
оправдан тем, что пиковый возраст фиксированной заявки опре-
деляется в момент непосредственно перед окончанием обслужи-
вания в узле-получателе заявки, следующей в очереди за фикси-
рованной заявкой. Приведенные ниже рассуждения и доказанные
утверждения справедливы для обоих подходов к терминологии.

На рис. 2 используются следующие обозначения: 𝑡𝑛 – мо-
мент поступления в систему (генерации) заявки 𝑛; 𝑡

′
𝑛 – мо-

мент выхода из системы (окончания обслуживания) заявки 𝑛;
W𝑗,𝑛, 𝑗 = 1, 2, 3, имеют тот же смысл, что и W𝑗 , но для заявки 𝑛;
W3 – длительность обслуживания заявки, следующей за фикси-
рованной заявкой.

Как видно из рис. 2, в данном примере

Ŵ1 = W1,𝑛+1 +W1,𝑛+2 +W1,𝑛+3,

так как заявки 𝑛 + 1 и 𝑛 + 2 теряются на выходе из УО, увели-
чивая пиковый возраст заявки 𝑛 на время своей генерации. Под
временем генерации заявки 𝑛 понимаем интервал (𝑡𝑛−1, 𝑡𝑛), про-
шедший с момента генерации в УО предыдущей заявки 𝑛 − 1
до момента генерации в УО заявки 𝑛. Определим также с.в.
W1 – длительность интервала между соседними моментами ге-
нерации заявок в УО.

Лемма 1. Ŵ1 =
1

1− 𝜋
W1, где 𝜋 — вероятность потерь.

Доказательство. В системе с потерями заявка после гене-
рации теряется с вероятностью 𝜋 либо присоединяется к очереди
с вероятностью 1−𝜋. В случае потери заявки, следующей за фик-
сированной заявкой, возраст информации, заключенной в фикси-
рованной заявке, увеличивается на время генерации потерянной
заявки. При этом цепочка цепочка потерь может быть сколь угод-
но длинной.

Формально это можно записать следующим образом:
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Ŵ1 =
∞∑︁
𝑘=0

(𝑘 + 1)W1 · 𝜋𝑘(1− 𝜋) = W1(1− 𝜋)
∞∑︁
𝑘=0

(𝑘 + 1)𝜋𝑘 =

= W1(1− 𝜋) · 𝑑

𝑑𝜋

∞∑︁
𝑘=1

𝜋𝑘 = W1(1− 𝜋)
𝑑

𝑑𝜋

(︂
𝜋

1− 𝜋

)︂
=

= W1(1− 𝜋)
1

(1− 𝜋)2
=

1

1− 𝜋
W1.

Заметим, что в соответствии с [1], стр. 230, вероятность по-
терь определяется по формуле

𝜋 =
1

𝜆
p⊤
𝑟+1(𝜆⊗ 1).

Обозначим через 𝑤𝑖(𝑠) преобразование Лапласа – Стилтьеса
(ПЛС) ФР с.в. W𝑖, 𝑖 = 1, 2, 3.

В соответствии с [1] можно записать:
(1) 𝑤1(𝑠) = 1− 𝑠𝛼⊤(𝑠I−Λ)−11,

(2) 𝑤3(𝑠) = 1− 𝑠𝛽⊤(𝑠I−M)−11,

(3) 𝑤2(𝑠) =
1

1− 𝜋

[︃
𝜋−
𝐴(0) +

𝑟∑︁
𝑘=1

𝜋−
𝐴
⊤
(𝑘)(𝑠I−M)−1𝜇𝛽𝑘−1(𝑠)

]︃
.

С выводом формул (1), (2) можно ознакомиться в [1] на
стр. 104, а формулы (3) – в [1] на стр. 232. При этом

𝜇 = −M1,

𝛽(𝑠) = 𝛽⊤(𝑠I−M)−1𝜇, [1], стр. 232.

Учитывая независимость с.в. Ŵ1, W2 и W3, а также то, что

ПЛС ФР с.в.
1

1− 𝜋
W1 равно 𝑤1

(︁
𝑠

1−𝜋

)︁
, приходим к следующему

результату.
Теорема 1. ПЛС ФР с.в. W определяется соотношением

𝑤(𝑠) = 𝑤1

(︂
𝑠

1− 𝜋

)︂
𝑤2(𝑠)𝑤3(𝑠),

где 𝑤𝑖(𝑠) вычисляются по формулам (1)–(3).
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3. Пример СМО 𝑀 |𝑀 |1|1

Функционирование СМО описывается МП 𝑋(𝑡) над про-
странством состояний X = {(0), (1), (2)}, при этом

𝛼⊤ = (1); Λ = (−𝜆); 𝜆 = (𝜆);

𝛽⊤ = (1); M = (−𝜇); 𝜇 = (𝜇).

(4) 𝑝(0) =
1− 𝜌

1− 𝜌3
Δ
= 𝑝0, где 𝜌 =

𝜆

𝜇
,

(5) 𝑝(1) =
1− 𝜌

1− 𝜌3
𝜌

Δ
= 𝑝1,

(6) 𝑝(2) =
1− 𝜌

1− 𝜌3
𝜌2

Δ
= 𝑝2,

(7) 𝜋 = 𝑝(2) = 𝑝2.

𝑤1
(1)
= 1− 𝑠 · 1 · (𝑠+ 𝜆)−1 · 1 = 1− 𝑠

𝑠+ 𝜆
=

𝜆

𝑠+ 𝜆
,

𝑤2
(3),(7)
=

𝑝0
1− 𝑝2

· 1 + 𝑝1
1− 𝑝2

· 𝜇

𝜇+ 𝑠
,

𝑤3
(2)
= 1− 𝑠 · 1 · (𝑠+ 𝜇)−1 · 1 =

𝜇

𝑠+ 𝜇
.

Таким образом, в соответствии с теоремой 1 получаем:

𝑤(𝑠) =
𝜆

𝜆+ 𝑠
1−𝜋

[︂
𝑝0

1− 𝑝2
+

𝑝1
1− 𝑝2

· 𝜇

𝜇+ 𝑠

]︂
𝜇

𝜇+ 𝑠
=

=
𝜆

𝑠+𝜆(1−𝑝2)
1−𝑝2

[︂
𝑝0

1− 𝑝2
+

𝑝1
1− 𝑝2

· 𝜇

𝜇+ 𝑠

]︂
𝜇

𝜇+ 𝑠
=

=
𝜆

𝑠+ 𝜆(1− 𝑝2)

[︂
𝑝0 + 𝑝1

𝜇

𝜇+ 𝑠

]︂
𝜇

𝜇+ 𝑠
,

следовательно,

(8) 𝑤(𝑠) =
𝜆

𝑠+ 𝜆(1− 𝑝2)

[︂
𝑝0

𝜇

𝜇+ 𝑠
+ 𝑝1

𝜇2

(𝜇+ 𝑠)2

]︂
.

Найдем математическое ожидание 𝐸(W) пикового возраста
информации
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d𝑤(𝑠)

d𝑠
= − 𝜆

(𝑠+ 𝜆(1− 𝑝2))2

[︂
𝑝0

𝜇

𝜇+ 𝑠
+ 𝑝1

𝜇2

(𝜇+ 𝑠)2

]︂
+

+
𝜆

𝑠+ 𝜆(1− 𝑝2)

[︂
− 𝑝0𝜇

(𝜇+ 𝑠)2
− 2𝑝1𝜇

2

(𝜇+ 𝑠)3

]︂
,

d𝑤(0)

d𝑠
= − 𝜆

𝜆2(1− 𝑝2)2

[︂
𝑝0

𝜇

𝜇
+ 𝑝1

𝜇2

𝜇2

]︂
+

𝜆

𝜆(1− 𝑝2)

[︂
−𝑝0𝜇

𝜇2
− 2𝑝1𝜇

2

𝜇3

]︂
,

следовательно,

𝐸(W) = −d𝑤(0)

d𝑠
=

1

𝜆(1− 𝑝2)
+

1

1− 𝑝2
· 𝑝0 + 2𝑝1

𝜇
.

Таким образом,

(9) 𝐸(W) =
𝜇+ 𝜆𝑝0 + 2𝜆𝑝1
𝜆𝜇(1− 𝑝2)

.

Подставим в (9) формулы (4), (5), (6):

𝐸(W) =
𝜇+ 𝜆 1−𝜌

1−𝜌3
+ 2𝜆 1−𝜌

1−𝜌3
𝜌

𝜆𝜇
(︁
1− 1−𝜌

1−𝜌3
𝜌2
)︁ =

𝜇(1 + 𝜌+ 𝜌2) + 𝜆+ 2𝜆𝜌

𝜆𝜇(1 + 𝜌)
.

И, наконец, подставляя 𝜌 =
𝜆

𝜇
, получим

𝐸(W) =
𝜇2 + 2𝜆𝜇+ 3𝜆2

𝜆𝜇(𝜇+ 𝜆)
, что совпадает с результатом, получен-

ным в [6] на стр. 37 (формула (3.80)).
Мы провели численное исследование среднего пикового воз-

раста информации для СМО 𝑀 |𝑀 |1|1 при растущих значениях
𝜆 и различных фиксированных значениях 𝜇: 𝜇1 = 1, 0, 𝜇2 = 2, 0,
𝜇3 = 3, 0. Результаты исследования представлены в таблице 1 и
на рис. 3. Как видно из этого рисунка, с ростом 𝜆 средний пико-
вый возраст информации убывает. При этом он тем меньше, чем
больше значение 𝜇, что вполне естественно, так как с ростом 𝜆
и 𝜇 информация генерируется на УО чаще и обрабатывается на
УП быстрее. С ростом нагрузки средний пиковый возраст инфор-
мации стабилизируется. Это эффект ограниченного накопителя —
система переходит в режим полной загрузки и в ней больше ни-
чего не меняется.
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Рис. 3. Зависимость среднего пикового возраста информации
от интенсивности входящего потока 𝜆 при фиксированных

значениях интенсивности обслуживания 𝜇

Таблица 1. Средний пиковый возраст информации
𝜆 𝜇1-аналит. 𝜇1-имитац. 𝜇2 𝜇3

1,0 1,0 2,0 3,0
0,1 11,182 11,219 10,548 10,355
0,2 6,333 6,352 5,591 5,375
0,3 4,795 4,807 3,964 3,727
0,4 4,071 4,085 3,167 2,912
0,5 3,667 3,678 2,700 2,429
0,6 3,417 3,420 2,397 2,111
0,7 3,252 3,258 2,188 1,888
0,8 3,139 3,138 2,036 1,724
0,9 3,058 3,060 1,921 1,598
1,0 3,000 3,002 1,833 1,500
1,5 2,867 2,869 1,595 1,222
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4. Заключение

Полученное аналитическое выражение для преобразования
Лапласа-Стилтьеса пикового возраста заявки в СМО 𝑃𝐻|𝑃𝐻|1|𝑟
позволяет найти начальные моменты пикового возраста инфор-
мации, а также основные числовые характеристики этой мет-
рики для системы передачи данных, состоящей из пары «УО –
УП», что соответствует одношаговому маршруту. Заметим, что
для современных сценариев использования приложений сверхна-
дежной связи с малой задержкой URLLC и массовой связи ма-
шинного типа mMTC в системах сотовой связи поколения 5G
необходимо строить более сложные модели, позволяющие прово-
дить анализ метрики возраста информации с учетом специфики
процесса передачи данных в беспроводных каналах связи, когда
поступающий поток может быть коррелированным [2], процесс
обслуживания должен учитывать схему опроса систем диспет-
черизации [3], дисциплина обслуживания может зависеть от со-
стояния беспроводных каналов пользователей. Наконец, услуга
может предоставляться на многошаговом маршруте в несколько
этапов, например, как это часто бывает в сотовых беспроводных
технологиях mMTC, произвольный доступ и последующая пере-
дача данных, при этом как генерация пакетов-обновлений, так
и их обслуживание на каждом этапе описывается более сложны-
ми, чем экспоненциальное, распределениями. Такой анализ явля-
ется задачей дальнейших исследований.
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Abstract: This work is devoted to the analysis of Peak Age of Information (PAoI) – the
metric used in 5G mobile cellular communications for remote groups monitoring and
mamgement at the control center. Currently, in the operation of the queuing system
𝑃𝐻|𝑃𝐻|1|𝑟, the Laplace – Stieltjes transform of the PAoI has been obtained. The
PAoI presents the time between the generation of updates at the source and the delay
in their delivery across the network and assumes that only timely received updates
can reflect the current state of the system. When analyzing technical information
transmission systems, it should be taken into account that the PAoI metric is
significantly different from the delay measured at the time instants when the packet
reaches its destination. The new PAoI metric is defined for an alternative time, that
complicates its analysis. To check the correctness of the analytical results, they were
compared with special cases of the queueing system 𝑀 |𝑀 |1|1, as well as with the
results of a simulation analysis of the queueing system with distributed cases of
phase type.

Keywords: AoI, age of information, peak age of information, PH-
distribution.
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