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MY/\bTMSI3bI'~IHOCTb B S13bIKOBOM
MOAEAUPOBAHUU: 3aAAYIU,
AdHHbIE€ U BO3BMOXHOCTH

AAS TUTTOAOTUYHECKUX pecypCcoB

[Moc/ieHUe JOCTUKEHUS B OOJIACTU MAIIMHHOTO OOYYEHMsI 3HAUUTEBHO YYULINIIN
BO3MOXXHOCTH OOJIBIINX SI3BIKOBBIX Mogeser (Large Language Models, LLM), B ToM 4uc-
Jie CrIoCOGHOCTH MALIMHHOTO [IEPEeBOAa U MAIIMHHOIO yTeHus. TeM He MeHee GOJIbIIMH-
CTBO SI3BIKOB MUPA OCTAIOTCSI HE OKPLITHIMU OCHOBHBIMU PeCypCaMu, HEOOXOIUMbIMU
IUIS IIOCTPOEHUS KAYE€CTBEHHBIX PEYEBBIX TEXHOJOTUN U SI3bIKOBBIX MOJIE/IEN: KOPIYyCaMHU
TEKCTOB, AHHOTUPOBAHHBIMU 1aTACETaMU, JOCTATOYHBIM KOJTMYECTBOM 3AMNMCEN 3ByYalllern
peun. Takue gI3bIKM — SI3bIKUA C OTPAaHUYEHHBLIMU MUCbMEHHBIMU PECYPCaMU — Ha3bIBAIOT
MaJIOpeCypPCHBIMMU.

B HaCTOSLIEr CTaTbe Mbl IIPEACTABIIsIeM 0030p COBPEMEHHOI'O COCTOSIHUS MY ILTHSI3bIY-
HOCTH U ITOONEP>KKH MAJIOPECYPCHBIX SI3bIKOB B SI3bIKOBBIX MOZENIIX, a TAKXXE MPOBOIUM
OLIEHKY CITOCOOHOCTEN TEKYIIMX MOJIEIEN U3BJIEKaTh U KIaCCUPUIMPOBATH UHGOPMALIHIO
U3 3a4aCTyIO €IUHCTBEHHO JOCTYIIHOIO MCTOYHHMKA 3HAHUI JJ1S1 MaJIOPECYPCHBIX SI3bIKOB —
IECKPUINITUBHLIX 'PaMMaTHK. MBI IpeylaraéM IoaXon Ha OCHOBE METOAA JOIIOJTHEHHOM
reHepanuu (Retrieval-Augmented Generation, RAG), MO3BOJISIIOIINI WCIIOIb30BaTh TAKHeE
OIMMCAHMSI VISl TTOCIIENYIOIMX 3aa4, TAKUX KAK MallMHHDIN epeBog. Halm TecTbl OXBaThI-
BaIOT rpaMMaTUYeCKHUe ONUCAHNS 248 SI3bIKOB 13 142 SI3BIKOBBIX ceMel, POKYCUPYSICh Ha TH-
MOJIOTUYECKUX XAPAKTEPUCTUKAX 6a3 gaHHbIX WALS [1] 1 Grambank [2].

I[Ipemiaraembiii B paboTe mogxo 00ecreyrBaeT IePBYIO KOMIUIEKCHYIO OLIEHKY CIIOCO0-
HOCTHU SI3bIKOBBIX MOZEJIEN TOUYHO UHTEPIPETUPOBATL U U3BJIEKATh JIMHIBUCTUYECKUE TIPU-
3HAKU B KOHTEKCTE, CO3[aBasi KPUTHUECKU BaKHBIN PECYPC VISl MACIUTAOUPOBAHUSI TEXHO-
JIOTHF HA MaJIOpeCypCHBIe s3bIKK. Koz 1 aanHble gocTtynHs! my6muuHo: https://github.com/
al-the-eigenvalue/RAG-on-grammars.
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1. BBeaeHue

1.1. SI3v1K080€ pazHoo6pasue u ezo npeo-
CMAag1eHHOCMb @ A3bIKOGLIX MOOEISIX

CoBpeMeHHbI€E I3bIKOBbIE MOJIEIN TPaHC-
bopmupoBanu nangmapr o6paboTku ecre-
CTBEHHOTO $I3bIKA, IIPOABUHYBIINUCL B Ma-
IIMHHOM II€pEBOJie, aHa/IM3€ TEKCTA, reHe-
pauuu peuur U pgage Apyrux 3agad. OgHa-
KO MaciuTabHbIN yCIeX 3TUX TEXHOIOTUI
CKOHLIEHTPUPOBAaH BOKPYI HECKOJIbKUX JI€-
CITKOB, MAaKCMMYM COTEH $3bIKOB: KaK IIpa-
BWIO, CAMBIX IIMPOKO PACIPOCTPAHEHHDIX.
ITo pas/JIMUHBIM OLIEHKAM, B MUPE HACUUTDI-
BaeTcsl 0koJ10 7000 s13bIKOB' M 0K0J10 70 ThbI-
Cg4 AMaJIEKTOB, KOHTAKTHBIX SI3bIKOB, ITNJI-
>KMHOB U JIPYI'MX SI3bIKOBBIX €JIUHUIL’, TOI/1a
KAaK MHTEPHET-NIOKPLITHUE U MapalyieJIbHbIE
KopITyca 1ist OOyUeHHsI MOLesIel JOCTYITHbI
nub npuMepHo st 1500. Takum o6pasom,
Ja’ke KpyNHENIINEe peCypCHble U TEXHHUYE-
CKYie MHULIMATUBbI IOKPBIBAIOT He Gonee 20%
OT HMD>KHEN OLIEHKM CYIIECTBYIOLIETO SI3bIKO-
BOro pasHoOOOpasusL.

Yro6b! IPEONOIeTh Pa3pblB MEXK/Y SI3bIKa-
MM C BBICOKHM 1 HU3KUM OOBEMOM peCYpCOB
U Clles1aTh MalIUHHBIA IEPEBO, JOCTYITHLIM
17151 GOJIBLIIETO YKCIIA SI3BIKOB, ObUIN CO3AHbI
HOBble OEHUMAPKYU I1ePEBOIA, OPUEHTHUPOBAH-
HbI€ CIIELIMAILHO Ha MaJIOPECYPCHbIE SI3bIKU.
KoHdepeH11s 110 MalllMHHOMY IIepeBOAY
(WMT’) Tenepb peryasipHO IIPOBOIUT OTKPbI-
TbIE€ COPEBHOBAHMSI 110 MALIMHHOMY EPEBOLY
I71S1 MQJIOPECYPCHDBIX SI3bIKOB, HAIIPHMED, JJIsI
WHIWICKUX' U apPHUKAHCKUX SI3bIKOB’; BOPK-
LIOIIbI, TAKME Kak AmericasNLP®, nonAep>Ku-
BaIOT KOPEHHbIE SI3bIKU [ 3]. A KpyITHBIE KOJI-
naboparmy, Takve Kak Masakhane’ [4] u Aya®,
CO3JI/IM PECYPCHI 11 MAIIMHHOIO IEPEBO-

Ia appUKaHCKUX [5], THIOHE3UIICKUX SI3bI-
KOB [6] — B esioM 11g 6ostee yem miast 100
SBBIKOB. HelaBHO KOPITYC NMapalyIesIbHOTO I1e-
peBoga FLORES-200 paciirpii MoKpbITHE TaH-
HBIX 171 Hepesona 10 200 ga3bIKOB. IToMumo
3TUX YCWINH, O1arogapst MaciiTabHou pabore
10 OYMCTKE JAHHBIX, GHILTPALIUN U UIEHTH-
¢$HKaNUN SI3BIKOB MCCIIEAOBATEIN CMOIJIA CO-
Oparb JaHHbIe U OOYUUTh MOLETN MALIMHHOTO
niepeBoza it 6osee yem 1000 s3BIKOB [ 7].

Ha cerogHsIHui JeHb caMasi MHOTOSI3bIU-
Hast paboTa B 061aCTU SI3bIKOBOIO MOJIEIH-
POBaHMSI — 9TO MOAEb [yIst 0OpabOTKYU 3BY-
yamiei peun Xeus [8]. Xeus — 3TO OTKpbITast
6a30Bast MOJIENDb U1l BEKTOPHOTO MPECTAB-
JIeHUSI 3By4alllel pedy, BCIOMOTaTeIbHasT IS
MHOTUX IIPUMEHEHHUIT ¥ OOyUeHHAsl [IOYTH
Ha 1,1 MyIH YacoB Hepa3sMeUeHHDIX ayIUOgaAH-
HbIX Ha 4057 sa3bIkax. PacripenesneHye qJaHHbIX
BHYTPU 3TOM KOJIIEKLIUM KpariHe HEpaBHOMEp-
Hoe. Boriee 4eM y NOJIOBHHBI ITPE/ICTABICHHBIX
SI3BIKOB O0BbEM 3aIIMCAHHON peuy He IPeBbl-
IIAaeT ABYX YaCOB, YTO CTABUT UX B KaTETO-
PHIO MaJIOPECYPCHBIX C TOYKH 3PEHHsI 3a/1a4
pacrio3HaBaHus peun (1o onpeseneHuio [9]).
Takum 06pazoM, JaKe B CaAMbIX MACIITAOHBIX
MHOTOSI3bIYHBIX NHUIIMATUBAX COXPAHSIOTCSI
CyILIeCTBEHHbIE OrPaHUUEHHS B 00BEMAX JJaH-
HBIX 17151 OOJIBIIMHCTBA SI3BIKOB.

[ToHaTHE «MaIOPECYPCHBIN SI3BIK», WU
«ow-resource language», B iesiom sBsIeT-
CSI OTHOCUTEIBHBIM M 3aBHCUT OT KOHKpET-
HO¥1 3371a4M. B pasHbIx o6actsax oOpaboTku
sI3pIKa MUHHMAJIbHBIE TTIOPOTOBbIE 3HAYEHHS
Pa3INYAIOTCS:

" IS 337a4Y PACHoO3HABaHUS U 00pabOTKU
peyn — MeHee ABYX YacOB ayAUO3aNNCen

CUMTaETCsl MaJIOPECYPCHBIM ypOBHEM [9];

! 7159 — mo 6ase maunbix Ethnologue (o coctosumio Ha maii 2025 r.). Inekrpounsiii pecypc. URL: https://www.

ethnologue.com/insights/how-many-languages/.

270 900 enunu B peectpe LinguaSphere observatory (o nanubim nepemucu 2011 rona). dnexrpounbiit pecype. URL:
https://web.archive.org/web/20120614005015/http://www. linguasphere.info/.

? Anexrponusiit pecypc. URL: https://www2.statmt.org/wmt23/.

* Onexrpounsii pecypc. URL: https://www2.statmt.org/wmt23/indic-mt-task.html.

> Onexrponssli pecypc. URL: https://www2.statmt.org/wmt23/african-mt-task.html.

¢ Anexrponusiit pecypc. URL: https://turing.iimas.unam.mx/americasnlp/2023_st.html.

7 Onexrpounsiii pecypc. URL: https://www.masakhane.io/.

8 Onextponusii pecypc. URL: https://cohere.com/research/aya.
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= IS NPUKIAAHBIX 3a71a4, TAKHX KaK CO37a-
HHE BOIIPOCHO-OTBETHBIX CHCTEM, TEMa-
TUYECKON KJIaCcCUPUKAITUU JOKYMETHOB,
W3BJICYEHUSI MIMEHOBAHHBIX CYIIIHOCTEH —
MeHee 10 000 pasMeueHHbIX NpUMepoB [9];

= 111 0OyUeHHUs SI3BIKOBBIX MOZEJIEN — Me-

Hee 350 000 TOKEHOB TEKCTa.

Takum 06pazoM, MATTIOPECYPCHOCTb — 3TO
He PUKCUPOBAHHAsI XapaKTEPHUCTHKA SI3bIKA,
a IMHaMH4YeCcKoe ITOHSTHE, KOTOpOe oIpeze-
JISIETCSL B 3aBUCUMOCTH OT TPeOOBaHUI KOH-
KpeTHBIX 3amau. [l 3agau o6paboTku peun
HeOOXOIUMBI AyJUO3AINCH, 11 OOyUeHUs
SI3LIKOBBIX MOZeJIeNl — OOJIbIINE TEKCTOBLIE
KOPITyCa, a I pelleHus NPUKIagHbIX 3a-
Ija4 (Harpumep, MaIlIMHHOTO IepeBoja WIN
KIaccu$puUKalii) — pa3MeUeHHbIE JaHHBIE.
OIMH U TOT >Ke SI3bIK MOKET CUHUTATbCSI Ma-
JIOPECYPCHBIM ISl OOHOM 3a/laudl U BIIOJIHE
obecrieueHHbIM pecypCcaMu — IJIsl APYIO¥L.
[To3TOMY IpU pazpaboTKe MyJIBTUS3bIUHBIX
MOJieJIel BAKHO YYUTBIBATb HE TOJIBKO HaJIH-
Yye JAHHBIX, HO U UX BUJ, OOBEM U KaUueCTBO
B 3aBUCHUMOCTH OT LI€JIM UCIIOJIb30BAHMUSI.

Pa6ora ¢ IpyUBHECEHUEM MHOTUX SI3bIKOB
B 60Jiee BBICOKOPECYPCHYIO CPey OCIIOX-
HSETCSL PAOM GYHIAMEHTAIBHBIX TIPOOIIEM.
1. Jepuuut NaHHBIX: ISl YCIIEMIHOM pabo-

TbI LLM TpebyroTcst 60mblire MacCHUBDI

naHHBIX. OJHAKO Ja>ke MHUHUMaAaJIbHbIE

OPHEHTHPBI — IIBA Yaca pedu (171 3apad

pacrio3HaBaHus peun), 10 TbICSY aHHOTH-

POBAHHBIX IPHUMEPOB (711 3a7a4 Bpoze

1<nacc1/1cp1/n<au1/n/1), 350 TBICSY TOKEHOB TEK-

cTa (A8l SI3BIKOBOTO MOZEIUPOBAHUS) —

IIPaKTUY€CKN HEJOCTHM>KMMBbI IIJISI 104 aB-

JISIFOLILEro OOJIBIIMHCTBA SI3bIKOB MUPA.

2. OTCyTCTBHE NapaslyIeJIbHBIX U MOHO-
JIMHTBAJIBHBIX KOPIYCOB: IIJIsI Maslope-
CYPCHBIX SI3bIKOB KpaHe pelKO BCTpeya-
IOTCS TIapaUIeJIbHBbIE KOPITyCa, KOTOPBIE
JIe>KaT B OCHOBE COBPEMEHHBIX MOZEJICH
MaIlIMHHOTO nepeBoza. TakXKe OTCYTCTBY-
10T GOJIbIIME MOHOJIMHIBATIbHbIE KOJIJIEK-
1Y, YTO JiesaeT oOydYeHre NPaKTUUYECKU
HEBO3MO>XHBIM.

3. TIpo6seMbl BAMIALUK JAHHBIX: JAKE €CIIN
JaHHbIE Yaaércs coOpaTh, UX KAUECTBO
¥ TOYHOCTDb OCTAIOTCSI TIOJ] BOITPOCOM 6e3

y4acTHsI HOCUTEJIEN s13bIka 1 MPOdeccro-

Ha/IbHBIX JIMHIBHUCTOB.

B ci1y4asix, KOrJja pecypcoB IIPAaKTUYECKU
HeT (OTCYTCTBYIOT ayAUO3aINCH, TEKCTOBbIE
KOpITyca U pa3MeyueHHble ITPUMEPDI), €1UH-
CTBEHHBIM UICTOYHUKOM MHPOPMALIMH O S13bl-
K€ OCTAIOTCSI JIMHIBUCTUYECKHUE PECYPCBIL: Jec-
KPUIITUBHDbIE TPAMMAaTUKU U TUIIOJIOTUYECKUe
6a3bl JaHHBIX. Takue MaTepUaIbl COIEPKAT
CUCTEMaTHU3UPOBAHHOE OIMCAHUE CTPYKTYPHI
s3bIKa (poHOMOrNU, MOpPOIOrUM, CUHTAKCH-
ca) ¥ MOryT OBITh UCITOb30BaHbI KaK OCHOBA
IIJIsI CO3JTAaHMSI MOZEJIEN B YCIIOBUSX KparHeN
MaJIopeCypCHOCTU.

CoBpeMeHHbIe MOIXOAbl, HAIPHUMeEP
Machine Translation from One Book
(MTOB, [10]), mOKa3bLIBAIOT, UTO AAXKe TaAKUe
«py4YHBIE» UCTOYHUKU MOXXHO UHTEIPUPOBATh
B paboTy C IOMOIIBIO METOZOB, He TpeOyio-
mux oOy4deHuUs! SI3bIKOBOK MOJEIH: AOIOJ-
HEHHOI I'eHepally U JJIMHHOTO KOHTEKCTa.

OIHAKO CTOHUT OTMETHUTD, YTO IPUMEHEHNE
OIMCATEIbHBIX I'PAMMAaTHK JJIS1 MALIMHHOTO
NepeBoia CTAJIKUBAETCS C PSIOM TpobIieM,
TaKUX KaK BApUATHBHOCTb TEPMHHOJIOTUH, He-
CTaHJAPTHbIE CTPYKTYPbI U PACCESIHHOCTD pe-
JeBaHTHON uH$opmanun. Kpome Toro, mac-
CUBHBII TECT IJIsI OLIeHKH TEKCTOBBIX BJIOXKE-
Hurl (MTEB, [11]) npenocTasisieT neTalbHYIO
OLIEHKY TE€KCTOBBIX BJIOXKEHUI IIO pa3jiny-
HBIM 3371auaM U s3bIkam. OCHOBHasI pobGiema
ocTaércs B 3¢pPeKTUBHOM NPUMEHEHUH 3THX
MozesIel K OIMCaTeIbHbIM IPAMMATHKAM IS
MaJIOPECYPCHBIX SI3BIKOB, OOBIYHO TOIJIEP>KH-
BaeMBbIX JIMIIb JIMHTBUCTUYECKUMU MaTepU-
aZlaMM, TaKMMHM KaK TPaMMaTHKU U CJIOBapH.

TlanHast paboTa HarpaseHa Ha pelieHue
9TUX ONpobiaeM, npejiaras CucTeMaruye-
CKHI MOJXOJ K U3BJI€UeHNUIO MHPOpMaIIUN
13 OIMCATEIbHBIX TPAaMMAaTHK U CO3JIaHHE
MacrTabupyeMoro MeToza yisl CACTEMATHU3a-
VY TPAMMaTUYE€CKUX ONMCaHui. KimroyeBbiM
aCIIeKTOM IpeIaraeMoro Ioaxoa sBIIseT-
Csl MeTOJ] AOIOJIHEHHOM reHepauuu (RAG),
ITO3BOJISIIOIINI U3BJIEKATb PEIEBAHTHYIO UH-
dopmarnuio U3 rpaMMaTHK Ha OCHOBE KOH-
KPETHO THIIOJIOTMYECKON XapaKTEePUCTHUKU
(Hampumep, OPSIIOK MOAJIeXKAIero, JOmoI-
HEHUsI M CKa3dyemMoro). Ha ocHOBe u3BJIeuéH-
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HBIX NaparpaoB KPYITHasl SI3bIKOBAsT MO EIb

onpenessieT 3Ha4eHUe 3TOM XapaKTEPUCTHUKU

(HampuMep, NOPSIOK CJIOB «IIOZJIeXKallee—

CKa3yeMOoe—/10OIHEHHE» ).

B HacTOsIIEN CTaThe NPENCTABIEHbI Cle-
IYIOLIUE pPe3yIbTATDL
1. O63op COCTOSIHUS SI3bIKOBBIX MOJIC/ICH OIS

[PHUMEHEHUSI K SI3BIKOBOMY Pa3HOOOPA3HIO.
2. TlepBas maciuTabHasl TMHIBUCTUYECKAST

OLIEHKA CITOCOOHOCTEN MAIIMHHOTO UTEHUSI

KPYIIHBIX SI3bIKOBLIX MOJIEJIEN HAa MaTepU-

ajsie OIUCATEJIbHBIX I'PAMMATHUK.

3. MeToa0/10THs Ha OCHOBE JOIIOJHEHHON
reHepauuu (RAG), u3Bjekamollen pese-
BaHTHbIE Naparpadbl U3 rpaMMaTHK HA OC-
HOBE 3aJaHHOU TUITOJIOTMYECKOM XapaKTe-
pucTuky (Hanpumep, WALS 81A: opsinok
NOJIEKALLErO, JOMOIHEHUSI U CKAa3yEMO-
ro) ¥ NpeJoCTaBJISIoNer UX B BUJE MTOJ-
CKA30K IS KPYIHOM SI3bIKOBOM MOZ eI
C LI€JIbIO OIIpeNeIeHUs 3HQUEHUN 3TUX
XApaKTEPUCTUK.

[IpennaraeMass apXUTEKTypa, a TAKXKE
ONMCAHHbIE TECTOBbIE HAOOPDLI HaMPaBiIe-
HbI Ha COINENCTBUE JAIbHENIIIEMY PAa3BUTHIO
CHMCTEM MAUIMHHOI'O IIEPEBOJA U IOBLIIIE-
HHeE UX KadecTBa U 9pPeKTUBHOCTH, a TAKXKE
Ha ITIOMOUIDb JIMHIBUCTaM B TUIIOJIOTMYECKUX
HUCCIENOBAHMSIX ITyTEM YaCTUYHOM aBTOMaTH-
3al1M M3BJICUCHMS JAaHHDLIX U3 OITMCAaTE/IbHDbIX
IrpPaMMaTHK.

Becb Koz, pabOThl OTKPHIT, PACPOCTpa-
HsieTcsl oy inneHsuen MIT: https://github.
com/al-the-eigenvalue/RAG-on-grammars.

2. O630p AMTEpaTypbl

2.1. MemoO 0onoJIHeHHOU 2eHepayuu
(RAG)

Merton TOIOJTHEHHON T'eHepaLun (retrieval-
augmented generation, RAG) cran a¢pdek-
THUBHBIM MHCTPYMEHTOM JIJISI ITOBBIIIICHHS
KauyecTBa FeHepaHI/II/I B 6OHbIlII/IX SI3BIKOBDBIX
MOZEJISIX, TOTIOJHSISI UX BHYTPEHHUE 3HAHUS
3a CUET M3BJICUYCHUS BHEIITHEN MHPOPMALIHHL
BMeCTO TOro utrobbl MOJIaraTbCs UCKIIIOUM-
TEJIbHO Ha 3HAHUSI, BCTPOEHHbIE B MOJIEb,
RAG n03BOJISIeT U3BJIEKATh PEIeBAaHTHDIE
¢$parMeHTBI M3 BHEITHUX NCTOYHHUKOB B ITPO-
Lecce reHepanuu [12]. 3ToT nogxon mokaszain

CBOIO PE3yIbTAaTUBHOCTD B 3aJjayaxX OTKPbI-
TOr'0 BOIIPOCHO-OTBETHOI'O B3aMOAENUCTBUS
U CYMMHPOBAHUS JOKYMEHTOB, ITOBLIIIAS
I OCTOBEPHOCTb MHPOPMALIUKM U PACLINPSIS
KOHTEKCT.

Oco6eHHO mepcrnekTuBeH Meton RAG
npu pa60Te C MaJIOpeCypPCHBIMU SI3bIKa-
MH 1 CJIOXKHBIMU popmMaTaMu, TaKUMH KaK
JIMHIBUCTHUYECKME I'paMMaTuku. HegasHue
HUcciegoBaHUs B 00J1aCTU U3BJICUEHUS] UH-
¢dopmanmy Ha OCHOBE 3alPOCOB CBUAETEb-
CTBYIOT O €r0 IPUMEHMMOCTU B YCIOBUAX
$parMeHTUPOBAHHBIX M HEITOJIHBIX SI3BIKO-
BbIX JIaHHBIX. HacTosias pa60Ta OpyMEHIET
npuHUUNLI RAG 111sI ITOBBIIEHUS Ka4YeCTBa
repeBoa 1 SI3bIKOBOTO MOLETNPOBAHMS C I10-
MOIILIO OIMCATENbHBIX I'PAMMATHUK JIJIS SI3bI-
KOB C OrpaHUYEHHLIMH PECYPCAMMU.

2.2. O6yuenue 6e3 npumepos (Zero-shot
Learning)

Zero-shot learning crano kiIoUYeBbIM Ha-
npasiieHHeM B o6nactu o6paboTKu ecre-
CTBEHHOTO $I3bIKa, OCOOEHHO C Pa3BUTUEM
dyHImaMeHTaIbHBIX Mozesteit. ClIoCOOHOCTD
Mozenerl K 0600IIeHUIO Ha HOBBIE 3a1auu
U s3bIkU 6e3 crierudruyeckux 00yUaronmx
JaHHDBIX KPUTHUYECKU BaykHa JJIsl pacluvpe-
Hus npuMeHeHuss NLP B OTHOILIEHUH MaJjIo-
PECYPCHBIX S3bIKOB. Mopeny, Takue Kak GPT-3
U GPT-4, 1eMOHCTPUPYIOT BHeYaT/ISAIOLIE
BO3MOXXHOCTH zero-shot s perennst 3agau
KIacCUPHUKALIAY, MALLIMHHOTO IepeBofa U JIp.,
UTo JIeJIaeT UX HE3AMEHUMbIMH MHCTPYMEHTa-
MU B YCJIOBUSIX OIPAHUYEHHOTO KOJIMYECTBA
pPa3sMEUCHHbIX JaHHDbIX.

TeM He MeHee CylIecTByoIme zero-shot
MOZENN BCE €1é UCHIBITIBAIOT TPYIHOCTU
C sI3bIKaMH, IPAKTUYECKU HE MPeICTaB/IeHHbI-
MH HY B MOHOJIMHTBJIBHBIX, HU B OVJIMHIBAIb-
HBbIX Koprycax. HemaBHue uccienosanus [ 10,
13] mokasasny, 4To UHTerpanusl JUHIBUCTU-
YECKMX OINMCAHUM — TaKUX KaK I'paMMaTu-
KU — MOJKET 3HAUMTEJILHO YITYUIINUTD KAYE€CTBO
zero-shot PELIEHNIT 1T TAKUX S3bIKOB. B 3TOM
paboTe MbI IPOAOIKAEM TO HANPABJICHUE,
OLIEHUBAsI CIIOCOOHOCTb MOJIENIEN UCIIONb30-
BaTh OIMCATE/IbHbIE TPAMMATHKU B YCIOBUSIX
OTCYTCTBHSI OOYYAIOIINX JaHHDIX.
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2.3. Hcnosav3oeaHue epammamuk 8 NLP

HecMoTps Ha IMPOKUI CIIEKTP UCTOYHU-
KOB JIaHHBIX, HCII0/Ib3yeMbIX B NLP, TaKux Kak
rapauiesibHble KOPIIyCa U pa3MeUYeHHbIE Ja-
TaCEThI, OMCaTE/IbHbIE TPAMMATHUKU OCTaIOT-
Csl HEJOCTATOYHO YICIIOJIb3YEMBIM PECYPCOM.
MexXy TeEM OHHM COfep KaT 6oraTy10 CTPYK-
TYPHUPOBaHHYIO HHPOPMALIMIO, KOTOPasl 0CO-
6GeHHO MosIe3Ha 1Sl MAJIOPECYPCHBIX SI3bIKOB.
ITpoekTsl Grambank 1 WALS rokasasnu, 4To
TUITOJIOTUYECKUE TPU3HAKU MOXXHO CUCTEMa-
TU3UPOBATD VIS IMHIBUCTUYECKOI'O aHaIM3a
1 COIIOCTaBJIEHUS SI3bIKOB.

Hcronb30BaHMe IrpaMMaTHK KaK UCTOY-
HHKA 3HaHUU JI51 SI3bIKOBBIX MOjJiesiel BCé
yale pacCMaTpUBaAETCsl KaK NOTEHIUAILHO
IepCIeKTUBHOe HampasieHue. B paborax [10
u 14] MOOYEPKUBAETCH, UTO JIMHIBUCTUYE-
cKast tHPOpMaLMs U3 rpaMMaTHK IIOMOTaeT
CTpOUTb 06001IaEMbIe TIPEICTABICHUSI O SI3bI-
KaxX U UX CTPYKTYpaX, 0COOEHHO B KOHTEK-
CTe 3a7ay MaIIMHHOIO nepeBona U Mopgo-
CHMHTAKCHUYE€CKOIrO aHanu3a. TemM He MeHee
dbopmanu3zanys, HUGppPOBU3ALIMS U CTAHIAP-
TU3ALMS TAKKX PECYPCOB OCTAIOTCSI OTKPbITHI-
MU BbI3OBaMU. B TaHHOM CTaTb€ Mbl YaCTHUY-
HO IIPEOI0JIEBAEM 3TOT 6apbep, UHTETPUPY
OInMcaTesIbHblE TPAMMATUKU B apXUTEKTYPY
RAG u nipeocrasJisisi COOTBETCTBYIOIIME Te-
CTbl 1 MHCTPYMEHTDL.

2.4. H3s/1e4eHue munoJio2udeckKux npu-
3HAKOG U3 2pammMamux

CyIIecTBYyIOIIME UCCIIeIOBaHMUSI 110 U3BJIe-
YEHUIO TUIOJIOTMYECKUX IIPU3HAKOB U3 IPaM-
MaTHK NPEIIECTBYIOT IOSBICHUIO KPYITHBIX
SI3LIKOBBIX MOJIEJIEF 1 OCHOBBIBAIOTCSI HA IPaA-
BUWJIAX, KJTACCUYECKUX METOHAX MAIIMHHOTO
00OyY€eHUsI Y PAHHUX BEPCUSIX HEFPOCETEBBIX
nopxonos. Cepust pabor [15] ncnione3yer me-
TOZBI, TPEOYIOIINE TPYIOEMKOM aHHOTALIUH
CEMaHTUUECKUX paMOK. Pabora [16] npema-
raeT NoAXoH, MPUMEHHUMBIN HCKIIOYUTEIbHO
K OMHAPHBIM THIIOJIOIMUYECKHUM [IPHU3HAKAM,
a CUCTeMa, ONMCaHHas B [17], orpannuuBa-
€TCsI M3BJIeueHreM MHPOPMALUH 10 KITIoUe-
BbIM CJIOBaM.

B Hacrosiert pabote Mbl BIIepBbIe IIPH-
MEHSIEM COBpEMEHHbIE OOJIbIINE SI3LIKOBDIE
MOJIE/IA JJ1s1 3a/1a4M U3BJI€UEHUS] THUITOJIOTU-
UYECKUX MMPU3HAKOB U JEMOHCTPUPYEM HX
[IOTEHIHAT B paboTe C IMHIBUCTUYECKUMHU
OIMCAHMSIMMU.

2.5. MawiuHHbIL nepedoo u3 0OHOU 2pam-
Mamuxku

Pan OCTUKEHNUH B SI3bIKOBOM MOZEIHPO-
BaHUM OTKPbLIBAET BO3MO>KHOCTb UCIIOJIbL30-
BaHYsl JIMHTBUCTUYECKUX ONMUCAHUIL METOIbI
IOMOJTHEHHOM I'eHEPALUH [JIs1 U3BJIE€YEHMSI
¥ reHepauyu NHGOPMALIUH, CIIOCOOHOCTD MO-
nesert paboTaThb AEeCKPUIITUBHBIMU TEKCTAMU
B KaueCcTBe 3aTpaBoOK (prompt), Ha1M4ue Ta-
KUX TEKCTOB B MalllMHOYMTaeMoM ¢popmMare.

Pa6ora [10] npezcrasisier npumep npu-
KJIAJHOI'O VICHOJIb30BaHUS ONMUCATETbHOMI
IrpaMMaTUKH MaJIOPECYPCHOrO SI3bIKa IIJIsI
YIIYUYIIEHNS KAUEeCTBA IEPEBOA Ha SA3bIKU
C Ype3BbIYaliHO OrPAHUYEHHBIMU PECYPCAMH,
IIOKAa3bIBast IIOTEHIMAT MACIITAOHBIX SI3BIKO-
BBIX MOJIEJIEN B IIPEOJOJIEHNU pPa3pbiBa MEXK-
Iy TEOPETUYECKOU JIMHIBUCTUKOU U ITPAKTU-
YEeCKUMH MPHUIOKeHHsIMU NLP.

[TpencrasneHHbIT B pa60Te metor — Machine
Translation from One Book — 3To0 HOBBII 1O~
XOJI K OLIEHKE CIIOCOOHOCTH SI3BIKOBBIX MOJie-
JIEN BBIIOJIHATD IEPEBOJL B YCIOBUSIX, KOrAa
SI3bIK LIEJIMKOM OTCYTCTBYET B JAaHHBIX ITPEN-
BapUTeIbHOro 0O0yueHus1. B ormyre ot Tpa-
IAULUOHHDBIX OEHYMAPKOB MALIMHHOIO Iepe-
BOJIA, Ilie MOZeIr 00y4aroTcst Ha OOJbIINX
rapasrieabHbIX Kopirycax, MTOB npemiaraer
MOJIEISIM OIIEPETHCS TOJABKO Ha €JMHCTBEH-
HDIN UICTOYHUK — JECKPUIITUBHYIO IPaMMATH-
Ky 1 CJIOBApb s13bIka KasamaHr', npescrasiieH-
Hble B ol pOBaHHOM BHjle. Tako! CLieHapui
MOZE/IPYET peasibHble YCIOBHSI pabOTBhI C 9KC-
TPEMAJIbHO MaJIOPECYPCHLIMH W BLIMUPAIO-
IIUMU SI3bIKAMM, TIE OTCYTCTBYIOT KAK Iapasl-
JIeJIbHBIE, TAK U MOHOJIMHIBaJIbHbIE JAHHDIE.

OCO6EeHHOCTb MTOAX0NA COCTOUT B TOM,
YTO MOJENU MHOJYYaIOT B KAYECTBE KOHTEK-
CTa rPaMMaTHYE€CKO€E OIMCAHUE SI3bIKa U HE-
CKOJIbKO IIPYMEPOB IIEPEBOA, Y HA X OCHOBE

! Snexrponnsiit pecypc https://en.wikipedia.org/wiki/Kalamang_language.
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Input Kor kancing wa me an tur teba ma patin.

Reference My ankle bone, I fell and wounded it.

text-davinci-003 | Even ifI fall, my ankle bone is wounded.

gpt-3.5-turbo I dream of a watch falling soon and injuring.

gpt-4 This ankle of mine is falling and progressively getting wounded.
Claude 2 This ankle of mine fell down while I was walking, and it got wounded.
Human This ankle, I injured by falling.

M. 1. KauecTBeHHBI IpuMep IepeBofia ¢ KanaManra (kgv) Ha anrmmitckmit (Tanzer et al., 2024).
HpeHCTaBTIeHbI OTBETHI Moneneﬁ[ B KOH(l)I/[I‘ypaIII/H/I C MaKCMMA/JIbHbIM KOHTEKCTOM J/IA Ka)KHOﬂ MOJEnm.
Mopens text-davinci-003 mpaBuIbHO ITepeBOANT EKCHKY, HO JOOAB/AET Ta/UTIOIHNPOBAHHYIO
KOHCTPYKIuIo «even if». GPT-3.5-turbo oTBrexaercst Ha HepeeBaHTHYIO nekcuky. GPT-4 nemoucTpupyer
MHTEPECHYIO OLIMOKY: OHA MHTEPIIPETHPYyeT 3HaYeHMe YacTuib! teba (MapKep IPOrpecCUBHOrO aCIIEKTa)
Kak «progressively». Claude 2 ¢popmynupyeT nepeBos CTpaHHO, HO HOYTY IPABIIBHO; OHAKO
B I/ICXOIIHOf/l Q)pase HET YIIOMMHAaHNA O XOXKIEHNN ITEIIKOM, KOTOPO€ ITIOABJIAETCA Ha BbIXOIE MOJE/IN.
YenoBeveckuin IIEpEBOJ, ABJIAETCA TOYHDIM, XOTA U VICIIO/Ib3yEeT HEMHOTO HEECTECTBEHHYIO KOHCTPYKIWIO
[ mepenavy TONMKa/IN3anuumn 1 IporpeCCUBHOrO acIl€KTa, IPpUCY TCTBYIOIINX B OpUTMHATIE

Input

Reference
text-davinci-003
gpt-3.5-turbo
gpt-4

Claude 2

Human

I’m getting pandanus, I want to make a mat.
An padamualat repte kalifan paruotkin.

Kawat sie padamual, suka kangjie temun irar.
An kaloum bunga rampi, an suka rarie el.

An padamual gousat, suka an irar minggi.

An padamual rep=kin minggi kalifan paruo=kin
An padamualat rep teba, elat paruotkin.

M. 2. KayecTBeHHDIIT IpyUMep NepeBOfia € aHIIMIICKoro Ha Kanamar (eng->kgv) (Tanzer et al., 2024).
IIpencTaBieHbl OTBETHI MOJIE/IEN B KOHQUIYPALMM C MAKCYMAJIbHBIM KOHTEKCTOM TSI KaXK/0/1 MOJEIN.
text-davinci-003 Bk/fo4aeT Kak peleBaHTHBIE, TAK VI HepeleBaHTHBIE M3B/IeYEHHBIE CTOBA C 6€CCMBIC/IEHHOIT
rpammaTukoi. GPT-3.5-turbo nu GPT-4 HaunMHAOT NCIOIB30BATh MecTOMMeHME «s1» (I) U mombuparoT 6osee
IIOCTIEOBATE/IBHO PeNeBaHTHYIO JIEKCUKY, OfHAKO IlepeBof ocTaércst HerpammarnyHbiM. Claude 2 onepupyer
Ha yPOBHe I7I0CC, UCNONb3Ys GopMy =kin, HO yIIycKaeT pOHONIOIMYECKIEe YepeSOBaHIsI, TaKue KaK paruo=Kkin
— paruotkin; TeM He MeHee COfep>KaHye IIepeBOfia B L{eJIOM [IePeAHO IIPAaBIJIBHO: GYKBaNbHO «SI X094y OOBITH
[AaH/JAHYC U C/ieNIaTh U3 HETO LIMHOBKY». YeloBedecKil epeBOy UCIIONb3YeT Goree 6YKBAIbHO IIEPEfAHHYI0
IpaMMaTHKY II0 CPaBHEHUIO C 9TAJIOHOM U IIpUMeHsieT TepMuH el (rpybas LiMHOBKa), a He kalifan
(TOHKas MHOBKa); HAM HEM3BECTHO, VICIIONb3yeTCsI JIV IIaHAAHYC AeICTBUTENBHO [/Is1 000MX BIIOB LITHOBOK

IEePEBOIAT HOBbIE NIPEIIOXKeHM. KauecTBO 3. MaCLUTaﬁl'IpOBaHMe

OLIEHMBAETCsI CTPOTO: S3bIK JO/DKEH OTCyT- Ha 0OAbLLIEe YUCAO A3bIKOB

CTBOBATh B npeno6yquI/m, a ImepeBoj OC- HecMmoTps Ha Brieyamisioniye pes3ysibTa-
HOBAH TOJIbKO Ha rpaMMaTHKe U nNpumepax. Tbl [10] B 3amavax oLjeHKU NPUTOAHOCTH Off-
Jisa KanamMaHTr UCITOJIL3YIOTCS JIATUHCKUE — HUX JIMIIL IPAMMATHK U CJI0Baps JJIst pa60Tb1
6y1(BbI, uTO obsierdaer 3a7a4y MOIEISIM. 3a- € MaJIOPECYPCHBIM SI3bIKOM, OCTAETCST OTKPbI-
JaHug — OPEIOKEHU )1 IIePEBOA B Ha-  ThIM BOIPOC O TOM, HACKOJIBKO JAHHBIA I107-
npaeneHny «KalaMaHr — aHIVIMPCKUP» WIM  XOJ MacIITabupyem U IPUMEHHUM K JAPYrUM
«AHITIMMCKUM — KaJIaMaHr». JIJIsh OLIEHKU MC-  gI3bIKaM IIOMMMO Ka/IaMaHra, sI3bIKaM C pas-
MOJIbL3YIOTCS METPUKYU MAILIMHHOIO IIEPEBOAA  HBIMU TUIIOJIOTUYECKUMU XAPAKTEPUCTUKAMU

U 3KCIEepPTHAs BaIUAaLUsL

1 Ka4eCTBOM I'paMMaTHUYE€CKHUX OIIMCAHUM.

— — — —
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Hanee pacCMOTPUM 3KCIIEPUMEHTHI 110 pac-
IIMpeHnIo Metogoaoruu MTOB gis Gornee
HIMPOKON Bbl60pKI/I sI3BIKOB [18]: MBI IIpen-
JlaraeM CHUCTEMaTUYECKHI MOIXOM K BbI60py
THUIIOJIOTUYECKU PENPE3EHTATUBHON Bbl60p-
KU SI3BIKOB, c6opy U CTPYKTYPUPOBAHUIO UX
rpaMMaTHK, a TaK>Ke pa3pa60T1<e aBToOMa-
TU3UPOBAHHOTO METOJA OLIEHKU KavyeCTBa
INNOHVMAHUS TaKUX I'PaMMaTUK SI3bIKOBLIMU
MOJIEISIMH.

Kak OLleHUTb CHOCOOHOCTD SI3bIKOBDLIX
MoJienen MaCHITa6I/IpOBaTbCH Ha IIUPOKUI
CITIEKTP SI3BIKOB, 0CcOOEHHO B TexX CIyvasix,
KOrjJla UMEIOTCS JOCTYIIHbIE I'paMMaTuye-
CKHE€ OITMCAaHMs], HO OTCYTCTBYET BO3MO3K-
HOCTb IIPUBJIEYEHUST HOCUTENIEN sI3bIKa? Og1-
HHM U3 BO3MO>KHBIX PEIIEHUM SIBJISIETCS MC-
[I0JIb30BaHHE HE 3a7a4 MALIMHHOIO IIEPEBO-
Ia, a ¢opmMaTa BOIIPOCHO-OTBETHBIX CHUCTEM,
rjge OTBEThI MOZEIM MOXKHO BaIUAUPOBATH
Ha OCHOBE Y K€ U3BECTHDBIX TUITOJIOIrMYECKUX
XaPAKTEPUCTHK SI3bIKA. TaKOM ITOIX0 IT03BO-
JISIET HE TOJIbKO OLIEHMBATh KOPPEKTHOCTD U3~
BJICYEHMUS] JIMHIBUCTUYECKON NHPOPMaALIUH,
HO U JOIIOJIHUTEJIbHO IIPOBEPITH CIoco6-

HOCTD SI3bIKOBBIX MOZEJIEN UHTEPIPETHUPO-
BaTb Hay4YHbIN METAS3BIK, MCIIOJIb3yE€MbIN
B JIECKPUNITUBHBIX PaMMAaTUKAX.

3.1. Bazoeas memo00./102usl

ba3oBast MeTOHOJIOrHsI CTPOUTCS KaK pac-
mypeHue noaxona Retrieval-Augmented
Generation (RAG), B KOTOPOM MOZ€EIb CHA-
Jasia U3BJICKAET pesieBaHTHbIe naparpadel
13 TPaMMaTUYECKOTO OIMMCAHUSI SI3bIKA C ITO-
MOIIBIO KJIACCUYECKUX METOAOB MHPOpMALIU-
OHHOTrO 1orcka (BM25), a 3aTeM UCIHIOIb3yeT
SI3LIKOBYIO MOZEJb ISl FEHEPALK OTBETa
Ha JIMHIBUCTHUYECKUH BOIPOC.

ba3oBbIlf1 METO JOIOJIHEHHO reHepa-
uuu (Naive RAG) Brimoyaer B cebs 6asy 1o-
KYMEHTOB (B HallleM CTy4ae 'paMMAaTUKN),
KOMIIOHEHT HM3BJICUCHUSI pCHeBaHTHI)IX 36-
3alleB, IIPOLIECC M3BJIEYEHUS pEIEeBAHTHDBIX
ab63aueB u3 6asbl JOKYMEHTOB HA OCHOBE BO-
IIpoca OT IOJIb30BATEJIS, @ TAKXKE SI3BIKOBYIO
MOJIeJb, FEHEPUPYIOLIYIO OTBET Ha OCHOBE
3TOrO BONPOCA U U3BJICUEHHON NHPOPMALIHIL

BTOpO¥ KOMIIOHEHT — METO]] U3BJeUe-
HUMA I/IHCl)OpMaLII/II/I. Mpbl orieHHMBaeM BM25!,

«Kakoii 6a30Bblii NOPSAOK CNOB B
A3bIKe KasiaMaHr?»
«TepMuH ‘NOPSOK C/IOB’ B AaHHOM

Paragraph1 KOHTEKCTE OTHOCUTCA K NOPAAKY
cnepoBaHuA nognexatero, oobekTa u
Paragraph 2 rnarona B NOBECTBOBATE/IbHbIX
npeaJiokeHusix, B cyyasx, korga kak
nognexatiee, Tak u 06beKT
A Paragraph| BbIpaXeHbl cIu.\eCTBMTeanHMM...»
A grammar of
Kalamang
machine- % = S OV
readable LLM
text
Paragraph 20
Retrieve N[ paragraphs0 Rerank Augment Generate

(kakve a6G3aupl HanGonee
COOTBETCTBYIOT JOMUHUPYIOLLEMY
nopsAKy NoANexallero, NpsiMoro
[ONONHEHNA U rnarona?)

NEREPAKNPABANNE. C yMETOM
KOHTEKCTa Bonpoca

M. 3. Cxema paboTsl s13b1K0BOIT Mozenmy ¢ RAG Ha 0CHOBe IeCKpUIITUBHOI!
IpaMMAaTHKI [/I1 BOIPOCHO-OTBETHOI CHCTEMBI

! Snexrponnslit pecypc: https://ru.wikipedia.org/wiki/Okapi_BM25.
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Ta6nuua 1

Pacnpepenenue A3bIKOB 10 MAKpPOPETrOHaM

Makpoapean
Adpuxa
ABcTpanuA
EBpasusa
CeBepHas AMepuka
ITanya HoBas I'Bunes
IO>xHas Amepuka

Cymma

HE€ 3aBUCSIINI OT SI3bIKa METOH HAa OCHO-
B€ YaCTOTHOCTH TEPMUHOB, a TAKXXE COBPE-
MEHHbIE METOJbI Ha OCHOBE 3MOEAMHIOB,
npencTaBiieHHble B penTuHre Massive Text
Embedding Benchmark (MTEB) [11]. Takue
METO/IbI YCTOMYMBDI K IMHIBUCTUYECKOMY Pa3-
HOO6p331/IIO, IIOCKOJIbKY ONMCATE/IbHbIE I'PaM-
MAaTUKY COAEP KaT IIPUMEPHI HA YICCIIETYEMbBIX
SI3bIKAX, BKIIOYAS JUAKPUTUKY Y CETMEHTDI,
penKye Ui OTCYTCTBYIOUIUE B aHIVIMFICKOM.

TpeTnii KOMIOHEHT — ¢popmMar 3aTPaBKU
(prompt). Ba3oBbI madIoH BKIOYaeT absat,
BOIIPOC O TUITOJIOTMYECKOM XapaKTEPUCTUKE,
MOSICHEHNE TEPMUHOB M (PUKCUPOBAHHBII Ha-
60p orBeTOB (CcM.: [TprtoskeHue). Hanpumep,
1 ripr3Haka WALS 81A <<1‘Ipeo6na;:[a10Lu1/n71
HOPSIIOK: ogjexKalllee, TOIOJTHEHUE, CKa3y-
eMOe» BO3MOXKHbIE OTBETHI: «SVO», «SOV»,
«VOS», «VSO», «OSV», «OVS», «<HeT TOMUHHU-
PYIOLIETO MOpsaKa», a TakKe «HegocraTrou-
HO MHPOPMALINN», €CJTH MOPSIIOK HE YAAETCS
onpenennuTb. Mbl Tak)Ke peain3yeM CTparTe-
MO 3aTPABOK C PACIIMPEHHBIM ONMCaHUEM
npusHaka (13 WALS niau Grambank) u npu-
MepaMHU — 3TO BapUaHT LIETIOYKU pacCyKie-
Hu (chain-of-thought prompting) [21].

[MTocneaHrIT KOMIIOHEHT — CaMa SI3bIKOBasI
Mogenb. Mbl ucnonbsyeM GPT-40, ¢giarman-
ckyio mogenb OpenAl Ha mait 2024 1. ¢ yiayd-
LIEHHBIMH XapPaKTEPUCTHUKAMU 10 CPaBHEHUIO
c GPT-4. E€ 3amavua — onpeneauTb 3HaueHue
IPU3HAKA, HanIpuMep «4 nagexxa» gt WALS
49A «HUuCIIo nagesken», Ha OCHOBE MOACKA3KU
U naparpa¢oB U3 IPaMMATUKU.

Bcero a3bp1k0B
29
9
20
25
39
26
148

3.2. JlaHHble

Benumapk 1y1a oljeHKu MeToga RAG BKITIO-
yaeT 148 onucaTenbHBIX TpaMMaTHK!', Io-
CKOJIbKY OeHUMapKy ¢ MeHee Yem 100 npume-
PaMU CUMTAIOTCSI HEHAIEKHBIMU: OIJHA OLINO-
Ka CHIDKAeT TOYHOCTb OOjiee ueM Ha OfUH
IIPOLIEHT.

CIly4dariHbi BLIGOP IPaMMAaTHK MOT Obl HC-
Ka3UTb PENPE3EHTAaTUBHOCTD, CO31aBasl Iepe-
KOC B CTOPOHY $3bIKOB U3 OIHUX U TEX K€ Ce-
Me¥1 WK reorpaguyeckix pernoHoB. [ToaTomy
MbI MICIIOIb30Ba/iM MeTon Genus-Macroarea,
OIHMCaHHBIA B [19] u peannszoBanHbl B [20].
Kak u B [20], Mbl 6epéM pacrpesienieHue sI3bl-
KOB [0 MaKpoapeaiam U3 CIIHMcKa poroB WALS,
aBTOMAaTHUYECKH BLIOMpPAEM rpaMMaTUKU
u3 6asbl Glottolog References [22] u orpanu-
yrBaeM BBIOOP OIHON rPAaMMAaTHKON Ha pox
(genus). B ommune ot Cheveleva, Mbl orpanu-
YK BBIOOP rpaMMaTHKaMy, HAMCAHHBIMHU
Ha aHIVIMIACKOM SI3bIKE.

JIJ1s1 OLIeHKYM KadyecTBa U3BjieueHus] UHPop-
Manuy ObUTH BLIOpaHBI YeThbipe NPU3HAKA:

WALS 81A. ITopsimoK moziesxkalero, 10-
IOJIHEHHUS U CKa3yeMOTO, IIOCKOJIbKY OH 3a-
YaCTYIO SIBHO YKa3bIBAETCSI B IPAMMATUKAX;

GB 107. MoXeT M CTaHIapTHas Hera-
TUBHAs1 popMa ObITh BhIpakeHa apdrrcomM,
KJIMTUKOUW UM U3MEHEHHEM IJ1aroja’ 9T1o
OUMHAPHDIF MPU3HAK, HO TPYAHBIN Il HAUB-
HOT'O U3BJIEYEHHUS 13-32 BAPUATUBHOCTU TEP-
MUHOJIOrUur. COCTaBHOM NPU3HAK, CBI3aHHDIN
C OOIIEBONPOCHBIMH IPEIIOKEHUSIME (I10-
JISIPHBIMH BOIPOCaMU );

! https://anonymous.4open.science/r/from-MTEB-to-MTOB/ground_truth_rag.csv.
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Tabnuua 2
F1-omnenku a1 Bcex KOHPUTYypanmit apXuTeKTyphbl
F1 mepa Baseline BM25 BM25+CoT
Bce npusnHaku micro 0,5551 + 0,0359 _—
Bce npusnaxu macro 0,2812+0,0276 | 07179 0,6097
WALS 81A weighted 0,5328 + 0,0337
GB 107 weighted 0,5724 + 0,0361
WALS 49A weighted 0,3453 + 0,0237
interrog.intonation only weighted 0,4068 + 0,0484
interrog.word order weighted
clause-initial particle weighted
clause-final particle weighted 0,4661 + 0,0428
clause-medial particle weighted 0,6644 + 0,0355
interrog. verb
morphology weighted
tone weighted

IIpumeuanue: Bce naTp KoHGUIypauuit MConbp3yoT npomntsl u3 IIpunoxenns c sxmodennem Wikipedia-pesiome [1s1 COOTBETCTBYOLIMX
npusHakos. Kononka Baseline coorsetcTByeT 3anpocam Kk GPT-40 6e3 ncrnonb3osanys MaTep1anos U3 rpaMMatiK (T.e. 6e3 npuMeHenns RAG).
BM25 o3unauaet ucnonb3osanue 50 naparpados, uspneuéHHbIx MeTofoM BM25. CoT o6osHauaer gobasnennue tenouku paccyxuernit (Chain-
of-Thought), T.e. uHCTpYKUMIT 1 TpuMepoB 13 WALS mmn Grambank B mpommt

WALS 116A. OH 00 beiUHSIET CeMb OUHAP-
HBIX MPU3HAKOB M3 Grambank u onenusa-
eT CIOCOOHOCTb MOJEJIEN K PACCYXKAEHUIO
Ha OCHOBE HECKOJIbKMX pea/IM3aLii OGHOTO
¢deHoMeHa;

WALS 49A. Yucio nagekem — KoJIrude-
CTBEHHBIN MPU3HAK, TPEOYIOIINI IIUPOKOTO
OXBaTa rpaMMaTHKH (paszesbl MOp¢OIOTUU
Y CUHTAKCHCA).

Bce npusHaky 001afaoT CAeAyIOIUMU
XapaKTEPUCTUKAMU:
= VHTepHpeTUpyeMOCTb — IIPU3HAKU JTOJIDK-

HbI ObITb GOPMYIUPYEMBI B BULE TIOHSIT-

HOTI'O JIMHIBUCTUYECKOIrO BOIIPOCaA.
= Haauuwume a"HHoTauuu B WALS uau

Grambank — n1g o6ecrieueHHsT BO3MOK-

HOCTH aBTOMaTHYECKON BaJIMOALIVIN.
®* He3aBUMCHMMOCTb OT KOHKPETHDIX $3bl-

KOB — IIPU3HAKU JIOJDKHBI OBITH YHUBEP-

CaJIbHBIMU U IPUMEHMMBIMM K PA3HBIM

SI3BIKAM.
= Haymuue BHOrO OIIMCAaHMSI B I'paMma-

TUKe — YTOObI UX MOXKHO OBbUIO U3BJICUD

C noMoLIbI0 RAG-apXUTEKTYpPBHI.

! https://en.wikipedia.org/wiki/F-score.

3.3. Pe3ynemameol: O4eHKd Memood

I7151 oLleHKH 1106011 NLP-3agaun 1o 6eHyu-
MapKy Ba>KHO OIpeNeInTb, 00IafaeT JIU s13bl-
KOBas MOJIE€/Ib 3HAHMUAMU O 3HAYEHMSIX IIPHU-
3HAKOB, BKIIOUEHHDIX B MPOLIEAYPY OLIEHKU.

YToObl YCTAHOBUTH 0A30BbINT YPOBEHD
(baseline) i1 GPT-40, T.€. OLIEHUTD €ro padoTy
6e3 NpUBJIEYEH!s TPAMMATHIKH, Mbl IIPOBEJIH
TECT, UCKJIIOUUB MOAY/Ib U3BJIEYEHHS U3 ap-
XUTeKTypbl RAG. Mbl npemioxunu GPT-40
OIpenesIUTh 3HAYEHMsT BCeX TPU3HAKOB 0e3
HCIIOIb30BaHMsI U3BJICUEHHBIX NaparpadoB —
MOZIEJb ITOTy4Yaia TOJIbKO MOACKA3Ky Y KPATKOE
cofiep>KaHre CTaTby U3 BUKUIIEINN IO COOTBET-
CTBYIOLLIEMY ITPHU3HAKY. 11T KXKIOro IpU3HaKa
TECT 3aITyCKAICSI IECSITh Pas, YTOObl OTPA3UTH
PasbpocC pe3y/IBTaTOB U TOUHEE PA3JIMYUTh CITy-
Yau H/IMYMS U OTCYTCTBUSI 3HAHUIA.

Pe3ysbTaTbl BceX KOHPUIYpALUI METOoa
RAG mipercrasieHsl B Tabi. 2. Bce KoHpUry-
paumu RAG npeBocxoznsT 6a3oBoe pelueHre
(reHepauuio orBera 6e3 rpaMmaTuku). bo-
Jle€ BbICOKME MaKpOYyCpeIHEHHbIE 3HAUEHUS
F1-mepbl', IO CPaBHEHUIO C MUKPOYCPEAHEH-

— — — — —
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HBIMH, YKa3bIBAIOT Ha TO, YTO MeTon RAG y4-
IIe CHPaBJISIETCSI C YaCTOTHBIMH KJIaCCaMH
1 MICITBITBIBAET CJIOXKHOCTU IIPY HAJTMYWH JIC-
6anaHca KJI1aCcCOB B TUIIOJIOTMYECKUX IIPOdU-
JISIX SI3LIKOB MHpa.

CremyeT OTMETUTD, UTO JajeKO He BCE TU-
[OJIOTMYECKHUE MPU3HAKN ObIIH YCIICIIHO 13-
BJIEYEHBI C BBICOKOH TOUHOCTBIO. B yacTHOCTH,
TaK{e MHUPOKO PacHpOCTPaHEHHDbIE XapaKTe-
PHUCTHKY, KaK Ga30BbI TOPSIOK CJIOB U BbI-
pa’keHue I71aroIbHOrO OTPHILIAHKS, HECMOTPS
Ha MX 4acToe YIIOMHHAHNE B TPAMMATHYECKUX
ONMCAHUSIX, JEMOHCTPUPYIOT HU3KOE Kaue-
CTBO M3BJIEUEHHS SI3BIKOBOI Mozesblo. ITpo-
BEIEHHBIN TECT Ha KOHTaMuHaivio (Baseline)
II0Ka3aJ1, UTO B psyie CIy4aeB MOLEH YKe 00-
JIaJIalOT BCTPOEHHBIMH ACCOLTMAIMSIMUA MEXK-
Iy SI3bIKAMH M 3HAYE€HUSIMH ITPHU3HAKOB, YTO
HO3BOJISIET ¥IM [IPABIJILHO OTBEYarhb Jaxe 6e3
oOpallieHust K TeKCTY TPaMMaTHKU. ITOT 3¢-
$eKT MOKeT MCKYCCTBEHHO 3aBBbIIIATh MTOKa-
3aTesid KadyecTBa M3BJIEUEHUSI 1 3aTPYIHSITh
0OBEKTHBHYIO OLIEHKY pabOoThl MOLEH IO Me-
Hee MPeICTaBIeHHBIM U PEIKAM ITPHU3HAKAM.

Vicrionb3oBaHUeE 1eMOYeK PacCy KAeHNN
(Chain-of-Thought prompts) u npegocrase-
HH€ MHCTPYKILINI, OCHOBAaHHBIX Ha IIpUMepax
n3 WALS u Grambank, cymecTBeHHO yiayd-
LIAIOT UHTEPIIPETALNIO MOAEIN, OCOOEHHO
I71s1 CJIOXKHBIX IPAMMaTHYeCKUX KOHCTPYK-
it B To ke BpeMst 00pab0TKa HECKOIBKUX
IIPY3HAKOB OJHOBPEMEHHO I10Ka3ajia Henpe/i-
CKasyeMble pe3y/IbTaThl, HOOYEPKMBAsI CJIOXK-
HOCTb aBTOMAaTHY€CKOIO U3BJIeUeHHsI TUIIO-
JIOTMYECKUX JaHHBIX U3 TPAMMATHK.

Pacmmmpenue nnogxona MTOB MoXkeT Cy-
III€CTBEHHO BLIMIPAThb OT IIpUBEAEHMSI OIU-
CaTeIbHBIX TPAMMAaTHUK PA3IMYHBIX SI3bIKOB
K YyHUUITPOBaHHOMY $OpMaTy, UCIIOb3Ys
0a3bl JaHHDIX, TakKe Kak Grambank v WALS.

TeM He MeHee JaXe B CTPOTro KOHTPOJIH-
pyeMoIi cpelie, IpOoAeMOHCTPUPOBAHHON
B JAQHHOW paboTe, NeCKPUIITUBHbIE JIMHIBH-
CTUUYECKHE TEKCTBI OCTAIOTCSI 3HAUUTEILHBIM
BbI30BOM. HecMOTpsI Ha TO, YTO MAIIMHHOE
YTeHHE B 11eJIOM MOXKET PacCMaTpUBaThCs KaK
«pelIéHHas 3a7a4da», pe3y/bTaThl 110 U3BJIeye-
HHIO JIMHI'BUCTHYECKUX ITPHU3HAKOB MTOKA3bIBa-
IOT, UTO OIMMCATE IbHbIE TPAMMATUKI OCTAIOTCST

HEeTpHBHUAJIbHbIM NCTOYHHKOM, BbEIB/ISIFOIITNM
C.TIa6I)I€ CTOPOHDI (I3bIKOBbIX MOJeJIeN.

3akAaoueHue

Pacmmmipenye nogxona MTOB MoOXKeT cyiiie-
CTBEHHO BLIUIPAThL OT CTAHAAPTU3ALIMU OIIU-
CaTeJIbHbIX IPAaMMATHK Pa3/IMYHbIX SI3bIKOB
B €JuHbII popmMaT C OOPOI Ha 6a3bl JaHHDIX,
Takye Kak Grambank v WALS. TeMm He MeHee
Ja>Ke B HEKOHTAMUHUPOBAHHOM CpeJie, pac-
CMOTPEHHOM B JTAHHOU pa60Te, OIMCaTEJIbHbIE
JIMHIBUCTUYECKHE TEKCThI IPONOJDKAIOT IIPEX-
CTABJIATH 3HAYMTENIbHYIO CJIOXKHOCTD.

B maHHO¥ CTaTbe MBI IIPEACTaBUINA Me-
TOJI OLIEHKU PELIEHUH, O6’I)€I[I/IHHIOH_[I/IX oo-
[TOJIHEHHYIO reHepannio (RAG) u Gosbiune
SI3BIKOBBIE MOJIEIH, C LIEJbI0 NU3BJIE€UYEHUS
1 K1accu$prKay TUITOJIOTMYeCKUX ITPU3Ha-
KOB U3 OIUCATENbHbIX IPAMMAaTHK. Tak>Ke Mbl
HPENCTABUIM METOJ JJIsl U3BJIEUEHMS JIMHI -
BHUCTHUYECKON MHPOpMaLUHY, obnangaromuii
3HAYUTEJIbHBIM MTOTEHLIMAJIOM JIJIS yIydllle-
Hug NLP-cucTeM Ha MaJIOPECYPCHBIX SI3bIKAX.

Kpome Toro, HeCMOTpsI Ha pacrpocTpa-
HEHHOE MHEHME O PEIIEHHOCTH 3aJa4r Ma-
IIMHHOI'O YTEHUS, IMHTBUCTUYECKUE pa6OTbI
OCTAIOTCSI 00J1IaCTbIO HOBDBIIIEHHON CJI0KHO-
CTU. XOTs SI3bIKOBbIE MOOEIU 3HAUUTEJIbHO
HPOIBUHYJIUCH B o6pa60TKe Pa3INYHbIX TU-
I10B TEKCTOB, IIOJIYUYE€HHbIE HAMU PE3YJILTAThI
YKasbIBaIOT Ha TO, YTO IMOKa €I11é paHO roBO-
pUTH 00 UX MOJTHOM 3¢$¢PEeKTUBHOCTU B IOMe-
He OIMCaTEeJIbHOM JUHIBUCTUKU.

Harmu pesysbrarhbl 3aK/1a7blBalOT OCHOBY
IISI pacIlMPEHHs BO3MOXXHOCTEN SI3bIKOBbIX
Mozesnenl B paboTe CO CIOKHBIMU JIMHIBU-
CTUYECKMMH JTaHHBLIMU, TAKMMH KaK rpaM-
MaTUUYECKHE OIMCAHUS. ITa pa60Ta npej-
crasisieT COO0M BasKHBIM 1Al B HAIIPABJICHUN
HOANEP>KKHA MaJIOPECYPCHBIX S3bIKOB B NLP.

B manbHenIIeM BO3MOXKHBI yIy4IlIeHUe
KOMIIOHEHTOB M3BJICUEHMS] U KJIACCUPHKALINY,
pacimmpeHnue 6quM3p1<a 3a CUET BKJIIOUECHUSI
GOJIBIIIErO UMCIIa SI3bIKOB, a TAKKE UCCIIeN0Ba-
HHEC HpaKTI/ILICCKI/IX HpI/IMeHeHI/II;I N3BJICUCHUS
JIMHTBUCTUYECKON MHPOPMALIMH, HAaIIPHUMep,
KPOCC-I3bIKOBAsI TUIIOJIOIMYECKAS AaHATTUTHKA
WY MALIMHHBIA IIEPEBO AJ1s1 KparHE MaJlo-
PECYPCHBIX SI3bIKOB.
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IlIpuno>xkeHue

3aTpaBKa JJ1s onpeesIeHNs Yucia najgexxen (Ha ocHose WALS 49A);

Please determine the number of cases in the language <...>. The term “cases” in the context
of this feature refers to productive case paradigms of nouns. Reply with one of the 9 following
options: No morphological case-marking, 2 cases, 3 cases, 4 cases, 5 cases, 6-7 cases, 8-9 cases,
10 or more cases, Exclusively borderline case-marking. The feature value “Exclusively borderline
case-marking” refers to languages which have overt marking only for concrete (or ‘periphe-
ral’, or “‘semantic’) case relations, such as locatives or instrumentals. Categories with pragma-
tic (non-syntactic) functions, such as vocatives or topic markers, are not counted as case even
if they are morphologically integrated into case paradigms. Genitives are counted as long as they
do not encode categories of the possessum like number or gender as well, if they do not show
explicit adjective-like properties. Genitives that may take additional case affixes agreeing with
the head noun case (“double case”’) are not regarded as adjectival. 1. Provide the reasoning for
the chosen option. 2. After the reasoning, output the word “Conclusion:” and the chosen option
at the end of your response.

Multilinguality in Language Modeling:
Tasks, Data, and Opportunities for Typological Resources

Tatiana Olegovna Shavrina — Ph.D. in Philology, Senior Researcher, Institute of Linguistics, Russian
Academy of Sciences.
E-mail: rybolos@gmail.com

Albert Andreevich Kornilov — Bachelor's Degree, Higher School of Economics.
E-mail: albert kornilov801@gmail.com

This paper addresses the significant challenge of building language technologies for the ma-
jority of the world's under-resourced languages, which lack the large text corpora and annota-
ted datasets necessary for modern machine learning. While advances in Large Language Models
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(LLMs) have revolutionized machine translation and reading comprehension, these models often
underperform or fail entirely for languages with limited written resources.

We present an overview of current multilingual support in LLMs and evaluate their ability
to understand the primary available knowledge source for such languages: descriptive gram-
mars. To effectively utilize this structured but complex information, we propose a Retrieval-
Augmented Generation (RAG) framework. This approach enables models to accurately extract
and interpret linguistic features from grammatical texts, facilitating downstream tasks like
machine translation. Our evaluation provides the first comprehensive assessment of model
performance on this critical task, covering grammatical descriptions of 248 languages from
142 language families. The analysis focuses on the typological characteristics of the WALS [1]
and Grambank [2] databases.

The proposed approach demonstrates the first comprehensive assessment of the ability of lan-
guage models to accurately interpret and extract linguistic features in context, creating a critical
resource for scaling technologies to under-resourced languages. Code and data from this study
are made publicly available: https://github.com/al-the-eigenvalue/RAG-on-grammars.

[ Keywords: multilingualism, language models, benchmarks, under-resourced ]
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