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TE@XHOAOTMMU UCKYCCTBEHHOI O

A3bIKOB KOPE€HHbIX HAPOAOB

B pa60Te PaccMaTpUBAIOTCS STUYECKUE AaCIIEKThI UCITOIL30BaHMs TEXHOJIOTHUI UCKYCCTBEH-
HOTI'O MHTEJUIEKTA JJIs SI3bIKOB KOPEHHBIX HApO#oB. OCHOBHOE BHUMAHHE YIEJISAETCS aHATIU3Y
PSa 3aMETHBIX IMMPOEKTOB. YacTh U3 HUX HE CTAaBUT CBOEM HEINIOCPENCTBEHHOM 3afaver] pe-
BUTAJIU3ALMIO SI3bIKA WIM COXPaHEHHE KYJILTYPHOIO Hacjae€as U IIOTOMY MOXKET BbI3bIBATh
KPUTHKY CO CTOPOHBI SI3bIKOBbBIX COOOIIIECTB. AHIU3UPYIOTCS U IIPUMEPDI YCIENHDIX IIPO-
€KTOB, CO3TaHHbIX ¥/WIN aKTUBHO MOAIEP>KUBAEMBIX IIPEICTABUTEISIMA KOPEHHBIX HApPO-
Ios. [IpemmaraeMble K paCCMOTPEHUIO MHALUATUBLI OXBATHIBAIOT CAMbIE PA3HbIE PETUOHDI
mupa: Agpuky, CeBepHyio u IOxny0 AMepuky, FOro-Boctounyro Asuio 1 OkeaHuio. B cra-
The TaK>Ke IPeCTaBlIeHbl PEKOMEHIALINU T10 JaJIbHENIIIEMY Pa3BUTUIO U MOOAEPIKKE TaKUX
WHUILIUATUB, a TAKKE ITOTUYEPKMBAETCS HeoOXOIUMOCTb COOTIONEHUS STUYECKUX NIPUHLIMIIOB
U 0cO6GEHHO IpaB 1 UHTEPECOB KOPEHHBIX HAPONOB. Hacrosias pa60Ta NpHY3BaHa PUBJIEYD
BHMMaHME K Ba3KHOCTH COXPAaHEHUS I3bIKOB KOPEHHBIX HAPOAOB C IOMOIIBI0 COBPEMEHHDIX
TEXHOJIOTHI, 9YTO OCOOEHHO AKTYaJIbHO 1711 Poccurickon Pefepanuu ¢ €€ YHUKAIbHBIM SI3bI-
KOBBIM pa3H006pa3I/ICM.

KaroueBble cAoBa: GOAbLIME A3bIKOBbIE MOAEAN, A3bIKM KOPEHHbIX HAPOAOB, AOKYMEHTUPOBaHMe
FA3bIKOB, pEBUTAAMN3aALMA A3bIKOB, MaLUMHHbIN nepesoA

9TUYECKUMMU acnekT UCNMOAb30BaHUSA

MHTEAAEKTa B 00AaCTH COXpPAaHEHUA

aboTa ¢ Tak Ha3bIBAEMbIMU HHU3KOPE-
CcypcHbIMHU s13bIkaMU (low resource
languages) siBasieTcs omHOM U3 ak-
TYaJIbHBIX TeM B 00J1aCTU IPUMEHEHUSI TeX-
HOJIOTMM UCKYCCTBEHHOI'O MHTEJJIEKTA
B JIUHIBUCTHKE. OOBEM IaHHDBIX IJIS 06y—
yeHUs1 OOMBIINX SI3LIKOBLIX Mozester (Large
Language Models, LLM, BSIM) mist Takux

SI3bIKOB, KAK aHTJIUMCKUM, KUTACKUMI, UCIIaH-
CKUH, PYCCKUH, TOCTAaTOYHO BEJIHK, 4TOOBI
MOZEIN MOIJIM T€EHEPUPOBATh TEKCTHI OYE€Hb
BBICOKOTO KayecTBa. MUHOpUTApPHBIE Ke
SI3bIKA OKA3bIBAIOTCSI HEJIOCTATOYHO OXBaye-
HbI TAKMMM TEXHOJIOTUSIMHU, YTO JIUIIDb YCU-
JIMBA€T JOMHUHUPOBAHHUE MA>KOPUTAPHbBIX
SI3BIKOB B Mupe. B Poccun roopsr Gonee
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yeM Ha 150 sg3bIkax (1o JaHHbIM M3 PAH),
IO3TOMY JIJISI HALLIEN CTPaHbI 3Ta npo6neMa
TaK>Ke peJIEBaHTHaA.

B niocnegHue rofbl KOMIbIOTEPHDIE JIMHT -
BUCTBI o6pau1a10T BCé 6oJIbIlle BHUMAHMS
Ha MUHOpPUTapHBbIE SI3bIKU. OHO 13 UCCIIe-
JOBaHUM TaKOIr'o poja IPeACTaBIeHO U B Ha-
crosiem kypHaie (aBrop T.O. IlIaBpuHa).

B CB$I3M C 3TUM YMECTHO BCIIOMHMTD, UTO
TPpyH CIeHUaanCTOB 10 M 1 KOMIIBIOTEPHbBIX
JIMHI'BHCTOB, 3aHMMaAIOLIUXCSI MUHOPUTAap-
HBIMU $I3bIKaMU, JIEKO HE BCErga Hallpas-
JIeH MMEHHO Ha UX MOAJEP>KKY. DTUYECKHUU
aCIIeKT pa6OTbI C MUHOPHUTAPHBIMU SI3bIKA-
MU BoOO1Ie (BK/IIOYast TPOCTO cOOP JAHHBIX
IU1s1 CJI0Bapert) 3aBJiaziel yMaMHy JIMHTBUCTOB
HE TaK JIaBHO, HO K HaCTOSIIEMY MOMEHTY
Y>K€ ITOSIBUJIOCh MHO>KECTBO o01ux Tpy-
TOB Ha 3Ty Temy [1-4], a TakKke case studies
10 KOHKPETHBIM NPHUMeEPaM JIMHIBUCTUYE-
CKO¥1 paboTbI B TOM WIM UHOM peruoHe [5].

B HacTosnen pa60Te MBI COCPENOTOUYUMCS
Ha Gonee Y3KOM TEME — 3TUUYECKOM CTOPO-
HE€ UCITIOIb30BaHug TexHoaorun MU npume-
HUTEJIbHO K MUHOPUTAPHBIM s3bIKaM. Eciin
T.O. LlIaBpuHA POKyCcUpyeTCsl Ha TEXHOJIOTU-
YEeCKOM acIIeKTe pa60Tb1 C HU3KOPECYPCHBIMU
SI3bIKAMU, Mbl O6paTI/IM BHMMAHME HA TyMa-
HUTAPHBINA aCIIEKT Ha IIPUMEPAX KOHKPETHDBIX
WHHWIINATUB.

CymecTBYIOMUX IMPOEKTOB CIUIIKOM
MHOTO, YTOOBI JAaTh UX ITOJIHBII o63op B He-
GOJIBIIION CTAThE, IIO3TOMY NPENCTABIISIETCS
Pa3syMHBIM IPEAJIOKUTb K PACCMOTPEHUIO
HECKOJIbKO ITpUMMeYaTesIbHbIX CJIYy4aeB, OX-
BaTUB 3TUMM IPUMEPAMM CaMble€ pa3HbIe
PETUOHDbI MUpPa.

B niepByio odyepenb Mbl IIPUBELEM IIPU-
MEp OTHOLIEHMSI MUCCIEOBATENEN K SI3BIKY
KOPEHHOI'0 Hapoa KaK K CPENCTBY, a He LeJH,

a TakKe 0003HAYKM CIIOKHOCTD IIPOGIIEMBI
Y PUCKY, CBSI3aHHbIE C BOBJICYCHHEM KPYII-
HBIX KOpriopauui. HanpoTus, gajabHenIe
CIO>KETBI ITOKA3bIBAIOT, KAK MOTYT paboTarhb
IpOeKTHI B o6actu MU, ecii OHYU MHULINY-
POBaHbI WIN XOTs1 Obl aKTUBHO MO P KAHB
SIBBIKOBBIMH COOOIECTBAMIL

A3bIK KaK CPeACTBO: MPOEKTbI,
He MHULLMMPOBAHHDbIE U3HYTPH
KOPEHHbIX CO00LLEeCTB

I3pIK KastamaHr; «<Machine Translation
from One Book»

Ha s3pike KajmaMaHr ropopar meHee 200
YeJIoBeK, JKUBYIIMX Ha OcTpoBax Kapac y Ge-
peroB nonyoctposa bombGepar Ha 3anane
octpoBa Hosas I'Bunes (MHpoHes3us ). Ero
[OJIHOE IPAaMMaTUYECKO€e OMMUCaHUe ObIIO
noarotoBjgeHo B 2020 ., a B 2022 r. BBIIIJIO
B BUjle MoHorpaguu [6]. ABTop MmoHOrpadun
CTasa COaBTOPOM paboOThI O IPUMEHEHUU 3TO-
IO rpaMMaTHUY€eCKOIO OIMCAHUS JIJIsI IIOPOSKIIE-
HUSI TEKCTOB Ha KJIAMAHr ¢ romouisio MU [7].
Dra paboTa MoyunIa MUPOKUI PE30HAHC
U CTaJIa KAK OTIPABHOM TOYKOM JIST APYIHUX
nccaenoBaHui [8], Tak 1 06bEKTOM KPUTHUKHN
POBHO 32 TO, YTO POJIb I'PAMMAaTHUYECKOIO OIU-
CaHMsI, BO3MOXXHO, IlepeoLieHeHa [9].

711 HaCTOSIIIEN pa6OTbI HHTEpecHee TOT
¢$aKT, UTO caM SI3bIK B CWJIY TOTO, UTO OH OT-
HOCHTCS K «3KCTPEMAJIbHO HU3KOPECYPCHBIM
sBbIkaM» (Extremely low-resource languages,
XLR), XOPOILUO ITOAXOOUT VIl SKCIIEPUMEHTA
¢ BSIM. B KakOM-TO CMBICJIE TAKOU CTATyC
sI3bIKa CTaJl JJ1s1 aBTOPOB JJOCTOMHCTBOM. Oc-
HOBHO¥ LI€JIbIO MCCIIENOBAHNS ObLT «UMCTBIN»
5KCIIEPUMEHT, a He CHaO>XKeHUE SI3IKOBOTO
coo011ecTBa HOBBIMU TEXHOJIOrUsIMH'. Pe-
3y/IbTAT SKCIIEPUMEHTA MOT Obl B JIyUllleM
Clly4yae CTaTb ITO3UTHUBHBIM ITOOOYHBIM IPO-

! “Do LLMs really learn to perform new tasks by adaptation, or does adaptation simply draw out capabilities that the
model had already learned? And does scaling pretraining data just improve performance because it implicitly scales
up in-domain training data for every task? The best way to answer these questions is to evaluate on tasks that were
unseen in the training data, but with these models being trained on increasingly opaque web-scale datasets, this can
seem impossible <...>. To address this challenge, we turn to a field that is explicitly motivated and bottlenecked
by a scarcity of web data: low-resource languages. <...> While translation tasks in general are well-represented in LLM
training data, the Kalamang language in particular has been held out from the web for sociohistorical reasons, with
the exception of the documentation in Visser (2022). This means that Kalamang tasks are unseen to LLMs but still
feature the complexities that come with substantial real-world tasks.” [7] (momyxupubiit mpudt moit. — J.K.)
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IYKTOM. B TO >Ke BpeMmsl CTOUT ITOJYEPKHYTh,
YTO HOCHUTEIU S13bIKA OBbUIH IIPOUHPOPMUPO-
BaHbI O IIPOBOAMMOM MCCJIEJOBAaHMU W COIJIA-
CUJIUCDH C HUCITOJIb30BaHMEM JTaHHBIX CBOETO
s3bIKa B Ka4eCTBe Marepuaia 1js1 BAM. [pu
3TOM KaKUX-TUOO JAaHHBIX 00 UCIOIb30Ba-
HUM Pa3pabOTaHHON MOJEIN Cpey coolle-
CTBa TOBOPSIIUX Ha SI3bIKE KaJaMaHI HalTH
He yJAETCSL.

VacTeKCKuM HayaT/Ib; IEPEBOTUUK Google
Kak 6s1aro wiu Bpes

Kak MbI y>Ke MOIJIM BUJIETD, [IPU pa3paborT-
Ke GOJIBIINX SIBBIKOBBIX MOZEJIEN SI3bIKOBDIE
COOO011IeCTBA HEPEKO BOCIPUHUMAIOTCSI CYTI'y-
60 Kak MCTOYHUK JAHHBIX IJIs1 OOYUEeHNs], YTO
HUCKJIIOYAET UX aKTUBHOE YYaCTHE B IIPOLIEC-
ce. Takoe ITOJIOXKEHUE JI€JT MOKET BbI3bIBATh
HENPUATHE CO CTOPOHbI KOPEHHBIX HAPOIOB,
a IOTOMY ITPOBOLIMPOBATH KOHPIMKTEI MEXK-
Iy CO3IATENISIMI MOJIEJIEN M HOCUTEISIMU SI13bI-
KOB. SIPKMM IPIMEpPOM MOFOOHON IUHAMUKN
crasa pa3paboTKa MaLIFHHOIO IIEPEBONUNKA
YacTEKCKOIo BapHaHTa sI3blka HayaT/Ib (MeK-
CHKa, OKOJIO 1 MJIH HOCHTeJIEN ) J/Is1 CepBHCa
Google Translate.

OCHOBHBIM Pa3pabOTYNKOM IPOEKTA BbI-
crynuia Fabpuana Canac Kabpepa! — moso-
TIO¥1 cneMaIMCT B obnactul IT U COITUaIbHBIX
[IPOEKTOB PONOM U3 HeGOJIBLIOro ropona
B MEKCHUKAHCKOM IiTare Maajbro, KOTOpbIi
BXOAUT B apeajl PaCIPOCTPAHEHUS 3TOTO SI3bl-
Ka’. st c6opa S3bIKOBOrO MaTepuasna OHa
oOparmiack K Haya-si3bIYHBIM COOOIIEeCTBaM
B COLICETSIX M MECCEHIKEPAX, NPEIJIOKUB
COTPYAHUYECTBO Ha BOJIOHTEPCKOM OCHOBE,
4TO GBITIO OOYCIOBIEHO OTCYTCTBUEM -
HaHcupoBaHust (Camac Kabpepa npoxoauia
B TOT IIEPUOL HEOITIAYUBAEMYIO CTA>KUPOB-
Ky B Google). YuacTHUKY MOANMCBIBAINA UH-

$opMHpOBaHHOE COTJallleHNe, TTie OTOBapH-
BaIVICb TH yCIOBUSL. Briaronapst coOpaHHbIM
IaHHBIM B yroJie 2024 1. cepBUC CTall JOCTY-
neH Ha riarpopme Google. Canac Kabpepa
HoJTyunIa IpysHaHue: B 2024 r. GpuraHcKast
TeJIeBellaTeIbHasl KOPIIOPALMS BKIIOUNIa €€
B CITUCOK «100 >KEHIIWH, U3MEHUBIIUX MUP>’,
a MeKcuKaHckue CMM akTHBHO OCBeELAIU
eé pabory*.

OpgHako 25 maprta 2025 r. B COLICETIX
pasBepHyJach JUCKYCCHUS® O BO3MO>KHON
9KCIUIyaTalUK SI3bIKOBOTO COOOIIECTBA ISt
M3BJIeYeHs TPUOBUIN 6e3 aleKBaTHOM KOM-
rneHcauuy. KpUTUKYU YKa3bIBIM Ha HESTHY-
HOCTb HCIOJIb30BaHUsI OECIUIaTHOIO TPyAa
HOCHTEJIeH s13bIKa, OECII0Ie3HOCTb aBTOMa-
THUYECKOrO IepeBOAUNKA [JIs1 COOOIIeCcTBa
U OTCYTCTBHE KOHCEHCYCa OTHOCHUTEJILHO
€ro LEeHHOCTHU. YaCThb MOIb30BaTeIEN OTKaA-
3a/1aChb OT Yy4aCTUs MMEHHO IO 3TUM IIPU-
uMHaM. B TO >Xe Bpems JIpyrue y4acTHUKU
OUCKYCCUHU ITOTUYEPKUBAIN MIPABO KAXKIOTO
CaMOCTOMITEILHO PELIATL BOIIPOC O COTPYA-
HUYECTBE, a TAK)KE OTMEYaJI, YTO PE3KOCTh
KPHUTHKH MOXXET OBbITh CBSI3aHA C IMIPOMUCXOXK-
nenuem Casac Kabpepa (Mo70o1ast >KeHIMHA
13 GeHOM CEMbU MHENCKOrO MPOUCXOXK-
JeHust). Jlaxke CTOPOHHHMKH MPOEKTa IIpU-
3HaBaJIM €0 OPraHU3ALUMOHHbIE HEJOCTAT-
KU: TaK, B pabouyio Ipyminy Jo0aBIsuiu Bcex
KeyMarIux 6e3 npeaBapuTesIbHOro orbopa
10 MOTHUBaLMU. TaK>Ke OTMEYAIOCh U TO, YTO
IIEPBOHAYaJIbHOE OIMCAHME IIPOEKTA HE CO-
JEep>Kaio YETKUX YKa3aHUM O BOJTOHTEPCKOM
xapakTepe paboThl ¥ OTCYTCTBHUU PpUHAH-
CUPOBaHUS], YTO ObLIO UCIIPABJIEHO JINIIb
ITO3JIHEE.

OnucaHHasg CUTyalusl JEMOHCTPUPYET,
K Y€MYy MOI'YT IPUBECTU HAIMYME UHTEPE-
Ca KPYITHOM KOPIIOPALUH IIPU OTCYTCTBUU

! https://stemwomen.global/profile/gabriela-salas-cabrera (gata o6pamenns: 14.05.2025).

2 Hy)kHO OTMETHTb, YTO TMHTBUCTUIECKOE 06pasoBanue y Camac KaGpepsr OTCyTCTBYyeT.

? Quién es Gabriela Salas Cabrera, mexicana que estd dentro de las 100 mujeres mds influyentes. .. Telediario, 04.12.2024
https://www.telediario.mx/comunidad/gabriela-salas-cabrera-las-100-mujeres-mas-influyentes-de-la-bbc (zara o6pa-

menns: 14.05.2025).

* Conoce a Gabriela Salas, la mexicana que logré incluir el Néhuatl al traductor de Google. Informador, 18.07.2024
https://www.informador.mx/mexico/Conoce-a-Gabriela-Salas-la-mexicana-que-logro-incluir-el-Nahuatl-al-traductor-
de-Google-20240718-0105.html (mata obpamienns: 14.05.2025).

> VcXOpHBLiT TOCT IIO3/5Hee GBI YHAIEH, HO B PACTIOPSDKEHNY aBTOPOB €CTh CChUIKM Ha MOCIERYIOIYIO AUCKYCCUIO.
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M. 1. [Ix. bpukcn.

®omo Aaron Balana

YETKOU U SICHOM KOMMYHHKALIUU C HOCHTE-
JIIMU SI3BIKa.

npOEKTbI, UHULIUUPYEMDIC
UAU aKTUBHO MNMOAAEPXKHUBaeMbie
NnPpeACTaBUTEASAIMU KOPEHHbIX HAPOAOB

YOKTaBCKUHA SI3BIK; MYJIbTUMOAAIbHBINA
KOpIyC ¥ 4ar-60T

YOKTaBCKHI SI3bIK — OAWH U3 a6op1/1reH—
HBIX SI3BIKOB CeBEepHON AMEPUKU, OTHOCUTCSI
K IpyIIIIe MYCKOICKUX SI3BIKOB. 110 TaHHBIM
Endangered Languages Project, Ha HEM roBo-
psaT oT 9 10 11 TBIC. Y€JIOBEK, eMy ITPUITUCAH
CTaTyC S3bIKA, HAXOISIIErOCs B YSI3BUMOM I10-
JIO>KEHHM'; TI0 JAHHBIM MCCJIeqOBaTEeIbHULIBI
s13bIKa JI>KoK/IMH Bpukcn (W1 1), 4yMciao Ho-
CUTEJIEN HE MPEBLIIIAET 7 ThIC., IIPHU 3TOM CO-
ob6mectBo Choctaw Nation of Oklahoma? Ha-
cunTeiBaeT 220 ThIC. «Tpakian» (citizens) [10].
K. Bpukcu co3gana MyIbTUMOLAILHbBIN KOP-
IIyC YOKTABCKOI'O SI3bIKA ChoCo [11,12], yTo6BI
3aTeM Ha ero OCHOBe pa3pa60TaTb yar-60T
oz HasBaHueM Masheli [13].

[Tpu pa3pa60T1<e yar-60Ta U3y4aarCh J1Ba
BapUaHTA €ro GYHKIVOHUPOBAHUSI: IBYSI3bIU-

HbBIN (I0/Ib30BaTeNb CaM MEPEKTIOUAET SI3bIK)
WIN C NEePeKTIIOYEeHNEM KOIOB (UTO CO31aéT
6oJee TOJIHYIO MMUTALUIO JKUBOTO PasroBOpa,
TaK KaK peaJbHble HOCUTEJIM OCTOSIHHO IIe-
PEKIIOYAIOTCS C aHIVIUFICKOTO HAa YOKTaBCKUI
u 0OparHo) [14]. B ouenke pabotel yar-60Ta
00s13aTe/IbHO TPUHUMAIIN YYaCTHE TPECTa-
BUTEJIM KOPEHHOI'O HapoJa, U IPOTOKOJ B3a-
MMOJIENICTBYSI C HUMH TIOAPOOHO MPOITUCaH
B [14]. BapuanT 60Ta C neperIodyeHremM Koia
OKa3aJICsl B CpegHEM MPEeAoUTUTe/IbHEE 1S
YYaCTHUKOB 3KCIIEPUMEHTA, KOTOPbIE€ Ha3bl-
Bayiu 60T «6oee Apy>ReTOOHBIMY.
I[IpuMeyaTesbHO, UTO NPU CO3IAHUU
Masheli 6b1710 pelreHO 0TKa3aTbCsl OT UC-
osib30BaHus1 BSIM B YacTH reHepariy OTBeTa:
BSIM He oGecrieuniy 6bl MAKCUMAIBHO KOP-
PEKTHOTO NEPEKIIOYEHNS KOJOB 1 HE TapaHTU-
poBanu Obl TOYHOCTB BBIBOZIA HA UOKTABCKOM
s3bIKE. B KauecTBe TEXHUYECKO OCHOBBI ObLT
BI>I6paH NPCEditor, crienmanabHO npegHasHa-
YeHHBIH 11 CO3JAHUST JUATIOTOBBIX CUCTEM
B Y3KUX IPEIMETHBIX obmnactsx [15]. OTBet
HE TEHEPUPYETCSl «HA JIETY», a BBIOUpAeTcs
13 KOJIJIEKLIMH, XOTsI 3alIpOC MO/Ib30BaTe ISt

! https://endangeredlanguages.com/lang/1692 (gara o6pautenns: 10.05.2025).

2 https://www.choctawnation.com/ (gara o6pamenus: 10.05.2025).
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WM. 2. Konnextus Lelapa AI B 2025 .

Domo c caiima agenticppa.com

aHAJIU3UPYETCS CTATUCTUYECKMMM METOJA-
MU (3ama4a KiaccupUKali TEKCTA). B aTom
cmbiciie Masheli okasbIiBaeTcst mpoMesKyTOU-
HBIM NPOAYKTOM MEXXAY JUaIOroBOM CHUCTe-
MOM Ha OCHOBe BSIM M 3KCIEPTHOM CHCTEMOM.

Yeunus K. BpyuKCcH HaxXomar NpHU3HaHue
Cpelu KOpEHHOro HacejeHus mrara OKia-
xoMa. Tak, eyl IOCBITU/IA 3aMeTKY M3]1aBa-
eMas coobirectBom Choctaw Nation raze-
Ta Biskinik'. B 2025 r. niianupyeTcs BbIITy-
CTUTDL CJI0Bapb BapUaHTA YOKTABCKOTO SI3bIKa,
Ha KOTOPOM T'OBOPST B IITaTe MHUCCUCHUIIN.
CroBapb OyneT COmpOBOXKIATHCS pa3pabo-
TaHHBIM JI>K. BpUKCU NPUJIOKEHUEM JIJIsI
pacrno3HaBaHUSI peuM, KOTOPOE MOMOXKET
B ITOJIb30BaHUM CJIOBAPEM TE€M HOCHUTEJISIM
sI3bIKa, KOTOPBIE HE BaAeloT UM B IMUCbMEH-
Hou ¢popme [10].

Ha Ham B3rsy, AedaTeJbHOCTb 3TOM HC-
CJ1eJJ0OBATEILHUIILI MOXKHO CUMTATD ITpeKpac-
HBIM IIPUMEPOM IIPHUMEHCHU I TEXHOJIOTUN
U Ha 671aro KOpeHHbIX HAPOJIOB.

IIarp s3p1K0B IOAP, nanee Bcst Appuka;
Masakhane u Lelapa Al

Masakhane? — appuranckass ”HUIIATUBA
0 CHAO>XKEHUIO I3bIKOB APPUKU CpesiCTBa-
MM MAIIMHHOTO IepeBoza [16]. Ilpobaemer
U MEPBbIE pelleHUsI IS IISITU SI3bIKOB IOAP
omnucasbl B [17]. ¥xe rox cnycrs, B 2020 T,
YMCJIO OAAEP>KUBAEMBIX SI3bIKOB 3HAUUTEIIb-
HO BBIpOCiIO [18]. K coxkaneHuto, opuiimiaib-
HBII1 PEMTO3UTOPUI MHUIIMATHUBbLI He OGHOB-
JISIETCS U HE IIPUHMMAET U3MEHEHUS B UC-
XOIHBIN KOJI y>Ke OKOJIO Tpéx seT’. OgHaKo
nBoe U3 coocHoBarenen Masakhane Bomnm
B UMCJIO co3naresieit taboparopuu Lelapa ALY,
KOTOpasl IPOOJIKAET pa3pabOTKU HA TEX XKe
9THUYECKUX IMPUHIUNAX (W 2).

PrarMaHckuM nponyKToM Lelapa Al crana
KoMMepuecKas marpopma Vulavula®, coge-
Taroras B cebe BO3MOKHOCTH TPAHCKPUII-
LIUY, PACIIO3HABaHUs CYLIHOCTEN, IHaI0Ta
C IOJIL30BaTEIEM U T.J. MalllMHHBIA ITEPEBO
Y CHHTE3 PEYH MO COCTOSHUIO Ha Mau 2025 T.

! https://biskinik.com/wp-content/uploads/2025/02/mar2022-biskinik.pdf#page=12 (gara o6pamenus: 10.05.2025).
2 https://www.masakhane.io/ (mata o6pauenus: 10.05.2025).

3 https://github.com/masakhane-io/masakhane-mt (gara o6pamenus: 10.05.2025).

* https://lelapa.ai (mara o6pamenns: 10.05.2025).

> https://lelapa.ai/products/vulavula/ (gata o6pawenus: 10.05.2025).
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WM. 3. IlpencraButenu Te Hiku Media u rpynn maopu.
Domo Te Hiku Media

HaXOIITCS B CTaTyce «coming soon». I 3a-
LIUTDI IIPAaB KOPEHHLIX HAPOJOB HA X JIMHI-
BUCTUYECKUE PECYPCHI 6bU1 cOo3aH dperim-
BOpK Esethu 1 cocrasnena ocobas nureHsust
Esethu s pacipocrpanenust naraceros [19].

IMpumep Lelapa Al naér ocHoBaHwUs 11oa-
rarb, YTO Ja’ke KOMMEPYECKOE MCIT0JIb30Ba-
HHE SI3bIKOBBIX MOZEJIEN MOXKET COUETAThCS
C ITIO3UTHBHBIM OTHOIIICHUEM K HpOCKTy B KO-
PEHHDIX SI3BIKOBBIX Ccoo0lecTBax.

SI3BIK MAOpU; MAILIMHHBIN [IEPEBOA U 00y-
yaromiasi imiargpopma

SI3BIK Maopy — HOJIMHE3UNCKUN S3bIK, OT-
HOCHMBIN K aBCTPOHE3UMCKOM SI3bIKOBOM Ce-
Mbe€, OJJUH U3 TOCYJapCTBEHHBIX SI3bIKOB Ho-
Boyi 3enanaun. Endangered Language Project
OTHOCHUT $3bIK K KATETOPHU YIPO>KAEMBbIX.

HoBo3enaHackasg meguakoMmnaHug Te
Hiku Media, ynpasisiemMast mpeacTaBUTENS-
MU pa3JIMYHBIX rpymnn (iwi) Hapoja MaopH,
ynensier ocoboe BHUMaHue pa3paboTKe Tex-
HOJIOTMYECKUX PEIIeHUN I JOKYMEHTa-

LMY ¥ PEBUTATU3ALMU s13bIKa. C MOsIBIIEHMEM
BSIM KomnaHus oOpaTwiach K UCIOJIb30-
BaHMIO 3TUX CPEJCTB, B YaCTHOCTHU K pas-
paboTKaM peleHn A1 aBTOMaTUYECKO-
ro pacrno3HaBaHHUsl peyH, MO3BOJISIONINM
TPaHCKpUOHPOBATh pedyb MAOPU C TOUHO-
CTBIO 92% U peub C NepeKIIoUeHeM KOJOB
c TOYHOCTBIO 82%'. Paspaborkam Te Hiku
Media (w1 3) OCBSIIEH Psif HAYYHBIX padoT
(Hanmpumep, [20, 21]). ABTops! [20] oTMeda-
IOT, YTO pa3paboTaHHbIE ISt MAOPH TEXHO-
JIOTUU TUIAHUPYETCs B OYAyIIEM UCIOIb30-
BaTh J/Is1 CAMOAHCKOT'O M IaBakiCKOTO SI3LIKOB.
OnmcbiBaeMbIrl B paborax npoekt Papa Reo
oduLIMaIbHO 3alyIieH U NpeaiaraeT paspa-
6OTUMKAM LieJIBIil TAKeT MHCTPYMEHTOB ISt
pacro3HaBaHMs M CUHTE3a peuy, a TakKe OT-
CJIEKMBaHUSL COOJIIOIEHNSI STUYECKUX TIPYH-
unoB paborsl ¢ ganaeiMu («kaitiakitanga»,
Mo-aHIIMNIcku «guardianship, trusteeship»)
Ha s3pIke Maopu’. Te Hiku Media noguépxu-
BaeT, UTO CYMTAET ceOst IMEHHO «XpaHUTe-
neMm, moneuntesneM» (kaitiaki), a He Br1agesnn-

! Maori Speech AI Model Helps Preserve and Promote New Zealand Indigenous Language. Nvidia blog. https://blogs.
nvidia.com/blog/te-hiku-media-maori-speech-ai/ (zata o6pautenus: 11.05.2025).

2 https://papareo.io/ (mara o6pamenns: 11.05.2025).
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LeéM JAHHBIX, ITOJTYYaeMbIX OT HOCHUTEJIEN
SI3bIKA’.

OmneiT Te Hiku Media nmoctpupyer Bos-
MO>KHOCTH, KOTOPBIMU 00JIafial0T U KOTOpPbIe
MOTYT peaJn30BbIBATb MECTHBIE CPELCTBA
MaccoBOI MH$OpPMaIMH, 3aMHTEPECOBAHHbIE
B COXpaHEHMU SI3bIKA KOPEHHOI'O HApOZA.

PekomeHAaQLMHU

[J1aBHBIA BBIBOM M3 M3YYE€HHbBIX HAMU ITPU-
MepoB pa3paborku MU-peleHust 1 s3bl-
KOB KOPEHHDbIX HapOJOB (KaK ONMCAHHDBIX
B CTaTbe, TAK U OCTABLIMXCS 32 €€ paMKaMU)
COCTOUT B TOM, YTO B ITOZOOHBIX IIPOEKTAX
COBEpLIEHHO HEOOXOOMMO aKTHBHOE yYacTHe
NpeCcTaBUTENIEN KOPEHHDbIX HapoaoB . Eciau
cHenravcTbl 10 MM akKTUBHO KOHTAKTUPYIOT
C COOTBETCTBYIOIIMMHU SI3LIKOBBIMHU COOOLLe-
CTBaMH U ITOHUMAIOT UX ITOTPeOHOCTH, OHU
BEepHO cPOPMUPYIOT U HAOOP TEXHUYECKUX
perenni1. ParH-TIOHUHT BSIM (noobyueHne
npenoGyueHHoi BSIM st perteus crienydu-
YeCKUX 3a7a4) MOBBIIIAET TOYHOCTb PabOThI
MOJIETIU TI0 CPABHEHUIO C OOBIYHON Mpenody-
yeHHOM BSIM. EciM >Ke CTaBUTCH Liedb CAeaaTh
MOZe/IU JOCTYITHBIMU JIJISI HEITOCPEICTBEHHO-
'O MCIIONIb30BaHUSI IIPEICTABUTEISIMU COO0-
I11€CTB, OHa MOXKET JUKTOBAaTh BBIOOp pelile-
HUF, IPEIbSBISIONINX HU3KUE TPeOOBaHMSI
K 060pynoBaHuio. Harpumep, MOXeT ObITh

[IPpUMEHEHA TaK Ha3blBaemasl JUCTHIUISILST
3HaHuM [22] win BeiOpana Gosiee 3Heproad-
beKTHBHAsS MOZIeIb — CKaXKeM, U3 CEMEFICTBA
Mistral [23]°. B pabore [24] naske BBOguUT-
csa TepmuH «Indigenous Language Models
(ILMs)», 0603Ha4alonyui MoAesIn, ONTHUMU-
3MPOBaHHbIE JIJIsI SI3bIKOB KOPEHHBIX HAPOJIOB.

B IOpUANYECKUX JOKYMEHTAX, ONpeIeris-
omux pabory uHULMaTUB B obnactu MU
NPUMEHHUTEIBHO K MAJIOUHCIICHHBIM SI3bIKAM,
IOJDKHBI ObITH [TPOINKCAHBI TIPABa IPEICTABU-
TeJIeN S3bIKOBBIX COOOIECTB Ha MPENOCTAB-
JIIeMbI1 UMW MaTepuait, 0COOEHHO eC/Ii peyb
UET O KyJIBTYPHOM W/ PETUTMO3HOM Ha-
cJleiy KOPEHHOTO Hapoza.

3akAaoueHue

B HacTosen pa60Te Ha HECKOJIbKUX SIp-
KUX NpUMepPaX NPeANpHHSTA IOMNbITKA MO-
Kas3arTb, YTO TeXHOAOrnuu M1 MOoryT Ciay>XUTh
COXPAHEHUIO SI3BIKOBOTO pa3Hoo6pa3I/IsI, no-
KYMEHTaLVM SI3bIKOBOI'O HaCJIeaus U JaXKe
PEBUTAIU3ALNN MaJIbIX SI3bIKOB, €CJIM OHU
NPUMEHSIOTCS IIPY aKTUBHOM YYaCTUM MPETT-
CTaBUTEJIEN KOPEHHDBIX HAPOIOB U CO CTPEM-
JIEHUEM NPUHECTHU I10JIb3y UMEHHO UM. MbI
HaJleeMCsl, UTO 3TU coo6pa>1<eH1/1;1 IMO3UTHUBHO
MOBJIYSIOT Ha PAa3BUTHUE aHAJIOTMYHBIX IIPO-
€KTOB, CO3J1aBaeMbIX IJISI MAaJIOUYHCIEHHBIX
SI3bIKOB Poccurickon Penepanum.
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The paper discusses the ethical aspects of applying artificial intelligence technologies to indi-
genous languages. The analysis focuses on several prominent projects in this field. Some initia-
tives are not primarily aimed at language revitalization or cultural preservation, which may attract
criticism from the language communities themselves. The paper also explores examples of suc-
cessful projects created and/or actively supported by indigenous individuals. The proposed initi-
atives cover a wide range of regions across the globe, including Africa, North and South America,
Southeast Asia, and Oceania. The article also provides recommendations for further development
and support of these initiatives, emphasizing the importance of ethical considerations and res-
pecting the rights and interests of indigenous peoples. This work aims to raise awareness about
the significance of preserving indigenous languages through modern technology, which is par-
ticularly relevant for the Russian Federation with its unique linguistic diversity.

Keywords: large language models, indigenous languages, language documentation, language
revitalization, machine translation
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